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由于消费系统故障导致的RocketMQ百万消息积压问题，应该如何处理？

继《从零开始带你成为JVM实战高手》后，救火队长携新作再度出山，重磅推荐：

（点击下方蓝字试听）

《从零开始带你成为MySQL实战优化高手》

今天同样是给大家讲解两个比较轻松的技术话题，因为最近几天的内容处于本专栏的一个新旧过渡期，对于原先大纲的90讲的内容，我

们基本都已经快要讲完了，但是我们的新版大纲里又新增了30讲的RocketMQ源码分析的内容，所以这两天我们老大纲里最后几讲都是

比较简单轻松的话题，很快我们将要进入非常硬核的30讲源码分析的环节。

先给大家说一个RocketMQ如果有百万消息积压了，应该怎么来处理呢？

说到这里，先给大家推荐一下石杉老师的《互联网Java工程师面试突击（第一季）》，在里面就有分析到MQ中间件的百万消息积压的

问题以及常见的解决方案。大家可以在狸猫技术窝公众号的知识店铺里免费观看
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我这里主要是基于RocketMQ的技术原理给大家分析一下，如果使用RocketMQ遇到百万消息积压的时候，我们应该怎么处理和解决

呢？

我们先来思考一下，遇到百万消息积压大概是个什么场景。

先来一个比较真实的生产场景，我们曾经有一个系统，他就是由生产者系统和消费者系统两个环节组成的，生产者系统会负责不停的把

消息写入RocketMQ里去，然后消费者系统就是负责从RocketMQ里消费消息。

这个系统在生产环境是有高峰和低谷的，在晚上几个小时的高峰期内，大概就会有100多万条消息进入RocketMQ。然后消费者系统从

RocketMQ里获取到消息之后，会依赖一些NoSQL数据库去进行一些业务逻辑的实现。

然后有一天晚上就出现了一个问题，消费者系统依赖的NoSQL数据库就挂掉了，导致消费者系统自己也没法运作了，此时就没法继续

从RocketMQ里消费数据和处理了，消费者系统几乎就处于停滞不动的状态。

然后生产者系统在晚上几个小时的高峰期内，就往MQ里写入了100多万的消息，此时都积压在MQ里了，根本没人消费和处理。

针对这种紧急的线上事故，一般来说有几种方案可以快速搞定他，如果这些消息你是允许丢失的，那么此时你就可以紧急修改消费者系

统的代码，在代码里对所有的消息都获取到就直接丢弃，不做任何的处理，这样可以迅速的让积压在MQ里的百万消息被处理掉，只不

过处理方式就是全部丢弃而已。

但是往往对很多系统而言，不能简单粗暴的丢弃这些消息，所以最常见的办法，还是先等待消费者系统底层依赖的NoSQL数据库先恢

复了，恢复之后，就可以根据你的线上Topic的MessageQueue的数量来看看如何后续处理。

假如你的Topic有20个MessageQueue，然后你只有4个消费者系统在消费，那么每个消费者系统会从5个MessageQueue里获取消

息，所以此时如果你仅仅依靠4个消费者系统是肯定不够的，毕竟MQ里积压了百万消息了。

所以此时你可以临时申请16台机器多部署16个消费者系统的实例，然后20个消费者系统同时消费，每个人消费一个MessageQueue的

消息，此时你会发现你消费的速度提高了5倍，很快积压的百万消息都会被处理完毕。

但是这里你同时要考虑到你的消费者系统底层依赖的NoSQL数据库必须要能抗住临时增加了5倍的读写压力，因为原来就4个消费者系

统在读写NoSQL，现在临时变成了20个消费者系统了。

当你处理完百万积压的消息之后，就可以下线多余的16台机器了。

这是一个最最常见的处理百万消息积压的办法，大体思路跟石杉老师在《互联网Java工程师面试突击（第一季）》里讲解的方案是一样

的，只不过这里细化到根据RocketMQ的技术原理来讲解。

那么如果你的Topic总共就只有4个MessageQueue，然后你就只有4个消费者系统呢？

这个时候就没办法扩容消费者系统了，因为你加再多的消费者系统，还是只有4个MessageQueue，没法并行消费。

所以此时往往是临时修改那4个消费者系统的代码，让他们获取到消息然后不写入NoSQL，而是直接把消息写入一个新的Topic，这个

速度是很快的，因为仅仅是读写MQ而已。

然后新的Topic有20个MessageQueue，然后再部署20台临时增加的消费者系统，去消费新的Topic后写入数据到NoSQL里去，这样

子也可以迅速的增加消费者系统的并行处理能力，使用一个新的Topic来允许更多的消费者系统并行处理。
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具体加群方式，请参见目录菜单下的文档：《付费用户如何加群》（购买后可见）
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