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互联网应用以及云计算的普及，使得架构设计和软件技术的关注点从如何实现复杂的业务逻

辑，转变为如何满足大量用户的高并发访问请求。

一个简单的计算处理过程，如果一旦面对大量的用户访问，整个技术挑战就会变得完全不

同，软件开发方法、技术团队组织、软件的过程管理都会完全不同。

以新浪微博为例，新浪微博最开始只有两个工程师，一个前端，一个后端，两个人开发了一

个星期就把新浪微博开发出来了。现在许多年过去了，新浪微博的技术团队有上千人，这些

人要应对的技术挑战，一方面来自于更多更复杂的功能，一方面来自于随着用户量的增加而

带来的高并发访问压力。
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这种挑战和压力几乎对所有的大型互联网系统都是一样的，淘宝、百度、微信等，虽然功能

各不相同，但都会面对同样的高并发用户的访问请求压力。要知道，同样的功能，供几个人

使用和供几亿人使用，技术架构是完全不同的。

当同时访问系统的用户不断增加的时候，需要消耗的系统计算资源也不断增加，需要更多的 

CPU 和内存去处理用户的计算请求，需要更多的网络带宽去传输用户的数据，需要更多的

磁盘空间去存储用户的数据。当消耗的资源超过了服务器资源的极限的时候，服务器就会崩

溃，整个系统无法正常使用。

那么如何解决高并发的用户请求带来的问题？

垂直伸缩与水平伸缩

为了应对高并发用户访问带来的系统资源消耗，一种解决办法是垂直伸缩。所谓的垂直伸缩

就是提升单台服务器的处理能力，比如用更快频率的 CPU，用更多核的 CPU，用更大的内

存，用更快的网卡，用更多的磁盘组成一台服务器，使单台服务器的处理能力得到提升。通

过这种手段提升系统的处理能力。

在大型互联网出现之前，传统的行业，比如银行、电信这些企业的软件系统，主要是使用垂

直伸缩这种手段实现系统能力的提升，在服务器上增强，提升服务器的硬件水平。当业务增

长，用户增多，服务器计算能力无法满足要求的时候，就会用更强大的计算机，比如更换更

快的 CPU 和网卡、更大的内存和磁盘，从服务器升级到小型机，从小型机提升到中型机，

从中型机提升到大型机，服务器越来越强大，处理能力越来越强大，当然价格也越来越昂

贵，运维越来越复杂。

垂直伸缩带来的价格成本和服务器的处理能力并不一定呈线性关系，也就是说，增加同样的

费用，并不能得到同样的计算能力。而且计算能力越强大，需要花费的钱就越多。

同时，受计算机硬件科技水平的制约，单台服务器的计算能力并不能无限增加，而互联网，

特别是物联网的计算要求几乎是无限的。

因此，在互联网以及物联网领域，并不使用垂直伸缩这种方案，而是使用水平伸缩。

所谓的水平伸缩，指的是不去提升单机的处理能力，不使用更昂贵更快更厉害的硬件，而是

使用更多的服务器，将这些服务器构成一个分布式集群，通过这个集群，对外统一提供服



务，以此来提高系统整体的处理能力。

但是要想让更多的服务器构成一个整体，就需要在架构上进行设计，让这些服务器成为整体

系统的一个部分，将这些服务器有效地组织起来，统一提升系统的处理能力。这就是互联网

应用和云计算中普遍采用的分布式架构方案。

互联网分布式架构演化

分布式架构是互联网企业在业务快速发展过程中，逐渐发展起来的一种技术架构，包括了一

系列的分布式技术方案：分布式缓存、负载均衡、反向代理与 CDN、分布式消息队列、分

布式数据库、NoSQL 数据库、分布式文件、搜索引擎、微服务等等，还有将这些分布式技

术整合起来的分布式架构方案。

这些分布式技术和架构方案是互联网应用随着用户的不断增长，为了满足高并发用户访问不

断增长的计算和存储需求，逐渐演化出来的。可以说，几乎所有这些技术都是由应用需求直

接驱动产生的。

下面我们通过一个典型的互联网应用的发展历史，来看互联网系统是如何一步一步逐渐演化

出各种分布式技术，并构成一个复杂庞大的分布式系统的。

在最早的时候，系统因为用户量比较少，可能只有几个用户，比如刚才提到的微博。一个应

用访问自己服务器上的数据库，访问自己服务器的文件系统，构成了一个单机系统，这个系

统就可以满足少量用户使用了。



如果这个系统被证明业务上是可行的，是有价值的，那么用户量就会快速增长。比如像新浪

微博引入了一些明星大 V 开通微博，于是迅速吸引了这些明星们的大批粉丝前来关注。这

个时候服务器就不能够承受访问压力了，需要进行第一次升级，数据库与应用分离。



前面单机的时候，数据库和应用程序是部署在一起的。进行第一次分离的时候，应用程序、

数据库、文件系统分别部署在不同的服务器上，从 1 台服务器变成了 3 台服务器，那么相

应的处理能力就提升了 3 倍。

这种分离几乎是不需要花什么技术成本的，只需要把数据库、文件系统进行远程部署，进行

远程访问就可以了。

而随着用户进一步的增加，更多的粉丝加入微博，3 台服务器也不能够承受这样的压力了，

那么就需要使用缓存改善性能。



所谓缓存，就是将应用程序需要读取的数据缓存在缓存中，通过缓存读取数据，而不是通过

数据库读取数据。缓存主要有分布式缓存和本地缓存两种。分布式缓存将多台服务器共同构

成一个集群，存储更多的缓存数据，共同对应用程序提供缓存服务，提供更强大的缓存能

力。

通过使用缓存，一方面应用程序不需要去访问数据库，因为数据库的数据是存在磁盘上的，

访问数据库需要花费更多的时间，而缓存中的数据只是存储在内存中的，访问时间更短；另

一方面，数据库中的数据是以原始数据的形式存在的，而缓存中的数据通常是以结果形式存

在，比如说已经构建成某个对象，缓存的就是这个对象，不需要进行对象的计算，这样就减

少了计算的时间，同时也减少了 CPU 的压力。最主要的，应用通过访问缓存降低了对数据



库的访问压力，而数据库通常是整个系统的瓶颈所在。降低了数据库的访问压力，就是改善

整个系统的处理能力。

随着用户的进一步增加，比如微博有更多的明星加入进来，并带来了更多的粉丝。那么应用

服务器可能又会成为瓶颈，因为连接大量的并发用户的访问，这时候就需要对应用服务器进

行升级。通过负载均衡服务器，将应用服务器部署为一个集群，添加更多的应用服务器去处

理用户的访问。

在微博上，我们的主要操作是刷微博，也就是读微博。如果只是明星们发微博，粉丝刷微

博，那么对数据库的访问压力并不大，因为可以通过缓存提供微博数据。但事实上，粉丝们

也要发微博，发微博就是写数据，这样数据库会再一次成为整个系统的瓶颈点。单一的数据

库并不能承受这么大的访问压力。

这时候的解决办法就是数据库的读写分离，将一个数据库通过数据复制的方式，分裂为两个

数据库，主数据库主要负责数据的写操作，所有的写操作都复制到从数据库上，保证从数据

库的数据和主数据库数据一致，而从数据库主要提供数据的读操作。



通过这样一种手段，将一台数据库服务器水平伸缩成两台数据库服务器，可以提供更强大的

数据处理能力。

对于大多数的互联网应用而言，这样的分布式架构就已经可以满足用户的并发访问压力了。

但是对于更大规模的互联网应用而言，比如新浪微博，还需要解决海量数据的存储与查询，

以及由此产生的网络带宽压力以及访问延迟等问题。此外随着业务的不断复杂化，如何实现

系统的低耦合与模块化开发、部署也成为重要的技术挑战。

海量数据的存储，主要通过分布式数据库、分布式文件系统、NoSQL 数据库解决。直接在

数据库上查询已经无法满足这些数据的查询性能要求，还需要部署独立的搜索引擎提供查询

服务。同时减少数据中心的网络带宽压力，提供更好的用户访问延时，使用 CDN 和反向代

理提供前置缓存，尽快返回静态文件资源给用户。

为了使各个子系统更灵活易于扩展，则使用分布式消息队列将相关子系统解耦，通过消息的

发布订阅完成子系统间的协作。使用微服务架构将逻辑上独立的模块在物理上也独立部署，



单独维护，应用系统通过组合多个微服务完成自己的业务逻辑，实现模块更高级别的复用，

从而更快速地开发系统和维护系统。

微服务、消息队列、NoSQL 等这些分布式技术在出现早期的时候，比较有技术难度和使用

门槛，只在相对比较大规模的互联网系统中使用。但是这些年随着技术的不断成熟，特别是

云计算的普及，使用门槛逐渐降低，许多中小规模的系统，也已经普遍使用这些分布式技术

架构设计自己的互联网系统了。

小结

随着互联网越来越普及，越来越多的企业采用面向互联网的方式开展自己的业务。传统的 

IT 系统，用户量是有限而确定的，超市系统的用户主要是超市的收银员，银行系统的用户

主要是银行的柜员，但是超市、银行这些企业如果使用互联网开展自己的业务，那么应用系

统的用户量可能会成千上万倍地增加。

这些海量的用户访问企业的后端系统，就会产生高并发的访问压力，需要消耗巨大的计算资

源，如何增加计算资源以满足高并发的用户访问压力，正是互联网架构技术的核心驱动力。

主要就是各种分布式技术，我将会在后续讲解其中比较典型的几种分布式技术架构。

思考题
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互联网应用系统和传统 IT 系统面对的挑战，除了高并发，还有哪些不同？

欢迎你在评论区写下你的思考，也欢迎把这篇文章分享给你的朋友或者同事，一起交流。
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Citizen Z
2020-01-11

除了高并发，还有这些挑战： 
 
1. 数据规模：UGC 和行为数据 
2. 大流量：要考虑大型文件或流数据对带宽的压力 
3. 高峰场景：无计划或有计划的访问量爆发（营销活动、热点事件）、DDoS，要求系统…
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奔奔奔跑
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仿佛回到了当初看大型网站架构技术的时候了
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谢谢
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koofrank
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写的很好 期待下面架构的讲解
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holybell
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说点自己的看法，互联网为了解决高并发而采用分布式系统，引入一个集群必然带来集群
所需要处理的问题，比如启用数据库集群必然带来数据如何在为集群间分发，主库读写分
离如何避免读库的同步延迟导致的数据不一致性；分布式系统之间的调用如何确保事务
性；为了提高读性能引入的nosql如何避免缓存和数据库的一致性问题等等……
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