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在整个互联网系统架构中，承受着最大处理压力，最难以被伸缩的，就是数据存储部分。原

因主要有两方面。一方面，数据存储需要使用硬盘，而硬盘的处理速度要比其他几种计算资

源，比如 CPU、内存、网卡都要慢一些；另一方面，数据是公司最重要的资产，公司需要

保证数据的高可用以及一致性，非功能性约束更多一些。

因此数据存储通常都是互联网应用的瓶颈。在高并发的情况下，最容易出现性能问题的就是

数据存储。目前用来改善数据存储能力的主要手段包括：数据库主从复制、数据库分片和 

NoSQL 数据库。

数据库主从复制
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我们以 MySQL 为例，看下数据库主从复制的实现技术以及应用场景。

MySQL 的主从复制，顾名思义就是将 MySQL 主数据库中的数据复制到从数据库中去。主

要的复制原理是，当应用程序客户端发送一条更新命令到主服务器数据库的时候，数据库会

把这条更新命令同步记录到 Binlog 中，然后由另外一个线程从 Binlog 中读取这条日志，

通过远程通讯的方式将它复制到从服务器上面去。

从服务器获得这条更新日志后，将其加入到自己的 Relay Log 中，然后由另外一个 SQL 执

行线程从 Relay log 中读取这条新的日志，并把它在本地的数据库中重新执行一遍，这样当

客户端应用程序执行一个 update 命令的时候，这个命令会同时在主数据库和从数据库上执

行，从而实现了主数据库向从数据库的复制，让从数据库和主数据库保持一样的数据。

通过数据库主从复制的方式，我们可以实现数据库读写分离。写操作访问主数据库，读操作

访问从数据库，使数据库具有更强大的访问负载能力，支撑更多的用户访问。在实践中，通

常采用一主多从的数据复制方案，也就是说，一个主数据库将数据复制到多个从数据库，多



个从数据库承担更多的读操作压力，以及不同的角色，比如有的从数据库用来做实时数据分

析，有的从数据库用来做批任务报表计算，有的单纯做数据备份。

采用一主多从的方案，当某个从数据库宕机的时候，还可以将读操作迁移到其他从数据库

上，保证读操作的高可用。但如果主数据库宕机，系统就没法使用了，因此现实中，也会采

用 MySQL 主主复制的方案。也就是说，两台服务器互相备份，任何一台服务器都会将自

己的 Binlog 复制到另一台机器的 Relay Log 中，以保持两台服务器的数据一致。

使用主主复制需要注意的是，主主复制仅仅用来提升数据写操作的可用性，并不能用来提高

写操作的性能。任何时候，系统中都只能有一个数据库作为主数据库，也就是说，所有的应

用程序都必须连接到同一个主数据库进行写操作。只有当该数据库宕机失效的时候，才会将

写操作切换到另一台主数据库上。这样才能够保证数据库数据的一致性，不会出现数据冲

突。

此外，不管是主从复制还是主主复制，都无法提升数据库的存储能力，也就是说，不管增加

多少服务器，这些服务器存储的数据都是一样的。如果数据量太大，数据库无法存下这么多

的数据，通过数据库复制是无法解决问题的。



数据库分片

我们上面说到，数据库主从复制无法解决数据库的存储问题，但是数据库分片技术可以解

决。也就是说，将一张表的数据分成若干片，每一片都包含了数据表中一部分的行记录，然

后每一片存储在不同的服务器上，这样一张表就存储在多台服务器上了。

最简单的数据库分片存储可以采用硬编码的方式，在程序代码中直接指定一条数据库记录要

存放到哪个服务器上。比如将用户表分成两片，存储在两台服务器上，那么就可以在程序代

码中根据用户 ID 进行分片计算，ID 为偶数的用户记录存储到服务器 1，ID 为奇数的用户

记录存储到服务器 2。

但是硬编码方式的缺点比较明显。首先，如果要增加服务器，那么就必须修改分片逻辑代

码，这样程序代码就会因为非业务需求产生不必要的变更；其次，分片逻辑耦合在处理业务

逻辑的程序代码中，修改分片逻辑或者修改业务逻辑都可能使另一部分代码因为不小心的改

动而出现 Bug。

但是我们可以通过使用分布式关系数据库中间件解决这个问题，将数据的分片逻辑在中间件

中完成，对应用程序透明。

比如 MYCAT。



应用程序像使用 MySQL 数据库一样连接 MYCAT，提交 SQL 命令。MYCAT 在收到 SQL 

命令以后，查找配置的分片逻辑规则。比如上图例子中，根据地区进行数据分片，不同地区

的订单存储在不同的数据库上，那么 MYCAT 就可以解析出 SQL 中的地区字段 prov，根

据这个字段连接相对应的数据库。例子中 SQL 的地区字段是“wuhan”，而在 MYCAT 中

配置“wuhan”对应的数据库是 DB1，用户提交的这条 SQL 最终会被发送给 DB1 数据库

进行处理。

实践中，更常见的数据库分片算法是我们所熟悉的余数 Hash 算法，根据主键 ID 和服务器

的数目进行取模计算，根据余数连接相对应的服务器。

关系数据库的混合部署

我在上面提到了关系数据库的主从复制、主主复制、数据库分片这几种改善数据读写以及存

储能力的技术方案。事实上，这几种方案可以根据应用场景的需要混合部署，也就是说，可

以在一个系统中混合使用以上多种技术方案。

对于数据访问和存储压力不太大，对可用性要求也不太高的系统，也许部署在单一服务器上

的数据库就可以解决，所有的应用服务器都连接访问这一台数据库服务器。



如果访问量比较大，同时对数据可用性要求也比较高，那么就需要使用数据库主从复制技

术，将数据库部署在多台服务器上。



随着业务复杂以及数据存储和访问压力的增加，这时候可以选择业务分库。也就是说，将不

同业务相关的数据库表，部署在不同的服务器上，比如类目数据和用户数据相对关联关系不



大，服务的应用也不一样，那么就可以将这两类数据库部署在不同的服务器上。而每一类数

据库还可以继续选择使用主从复制，或者主主复制。

不同的业务数据库，其数据库存储的数据和访问压力也是不同的，比如用户数据库的数据量

和访问量就可能是类目数据库的几十倍，甚至上百倍。那么这时候就可以针对用户数据库进

行数据分片，而每个分片数据库还可以继续进行主从复制或者主主复制。



NoSQL 数据库

NoSQL 数据是改善数据存储能力的一个重要手段。NoSQL 数据库和传统的关系型数据库

不同，它主要的访问方式不是使用 SQL 进行操作，而是使用 Key、Value 的方式进行数据

访问，所以被称作 NoSQL 数据库。NoSQL 数据库主要用来解决大规模分布式数据的存储

问题。常用的 NoSQL 数据有 Apache HBase，Apache Cassandra 等，Redis 虽然是一

个分布式缓存技术产品，但有时候也被归类为 NoSQL 数据库。

NoSQL 数据库面临的挑战之一是数据一致性问题。如果数据分布存储在多台服务器组成的

集群上，那么当有服务器节点失效的时候，或者服务器之间网络通信故障的时候，不同用户

读取的数据就可能会不一致。



比如用户 1 连接服务器节点 A，用户 2 连接服务器节点 B，当两个用户同时修改某个数据

的时候，如果正好服务器 A 和服务器 B 之间的网络通信失败，那么这两个节点上的数据也

就不一致了，其他用户在访问这个数据的时候，可能会得到不一致的结果。

关于分布式存储系统有一个著名的 CAP 原理，CAP 原理说：一个提供数据服务的分布式系

统无法同时满足数据一致性（Consistency）、可用性（Availability）和分区耐受性

（Partition Tolerance）这三个条件。

一致性是说，每次读取的数据都应该是最近写入的数据或者返回一个错误，而不是过期数

据，也就是说，数据是一致的。

可用性是说，每次请求都应该得到一个响应，而不是返回一个错误或者失去响应，不过这个

响应不需要保证数据是最近写入的。也就是说，系统需要一直都是可以正常使用的，不会引

起调用者的异常，但是并不保证响应的数据是最新的。

分区耐受性说，即使因为网络原因，网络分区失效的时候，部分服务器节点之间消息丢失或

者延迟了，系统依然应该是可以操作的。

CAP 原理是说，当网络分区失效发生的时候，我们要么取消操作，保证数据就是一致的，

但是系统却不可用；要么继续写入数据，但是数据的一致性就得不到保证了。

对于一个分布式系统而言，网络失效一定会发生，也就是说，分区耐受性是必须要保证的，

而对于互联网应用来说，可用性也是需要保证的，分布式存储系统通常需要在一致性上做一

些妥协和增强。



Apache Cassandra 解决数据一致性的方案是，在用户写入数据的时候，将一个数据写入

集群中的三个服务器节点，等待至少两个节点响应写入成功。用户读取数据的时候，从三个

节点尝试读取数据，至少等到两个节点返回数据，并根据返回数据的时间戳，选取最新版本

的数据。这样，即使服务器中的数据不一致，但是最终用户还是能得到一个一致的数据，这

种方案也被称为最终一致性。

小结

有人说，架构是一门关于权衡的艺术，这一点在数据存储架构上表现得最为明显。由于数据

存储的挑战性和复杂性，无论你选择何种技术方案，都会带来一些新的问题和挑战。数据存

储架构没有银弹，没有一劳永逸的解决方案，唯有在深刻理解自己业务场景和各种分布式存

储技术特点的基础上，进行各种权衡考虑，选择最合适的解决方案，并想办法弥补其缺陷，

才能真正解决问题。

我在架构模块第一篇就讨论了垂直伸缩和水平伸缩这两种不同的架构思路。因为各种原因，

互联网应用主要采用的是水平伸缩，也就是各种分布式技术。事实上，在数据存储方面，有

时候采用垂直伸缩，也就是使用更好的硬件服务器部署数据库，也是一种不错的改善数据存

储能力的手段。

思考题

分布式架构的一个最大特点是可以动态伸缩，可以随着需求变化，动态增加或者减少服务

器。对于支持分片的分布式关系数据库而言，比如我们使用 MYCAT 进行数据分片，那么

随着数据量逐渐增大，如何增加服务器以存储更多的数据呢？如果增加一台服务器，如何调

整数据库分片，使部分数据迁移到新的服务器上？如何保证整个迁移过程快速、安全？
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Solomon
2020-01-20

老师，我一直有疑问，为什么NoSQL 比关系型数据库更能解决大规模分布式数据的存储问
题？

作者回复: NoSQL这个词大概是2010年前后才出现的，就是为大规模数据存储而设计的，这是他

的核心设计目标；而RDBMS历史要远得多，大规模数据存储根本不是RDBMS的设计目标。 

 

NoSQL放弃了RDBMS的很多特性，在处理大规模数据的时候可以更加灵活。
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uangguan
2020-02-02

老师，Cassandra等待至少两个节点成功写入，不就增加了应用的响应时间吗？

 

旅途
2020-01-31

老师 sql数据库主从或者主主 也有你后面说的nosql集群数据不一致的的问题吧？

作者回复: 是的，也遵循CAP原理
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ple
2020-01-23

老师，我一直有疑问，为什么NoSQL 比关系型数据库更能解决大规模分布式数据的存储问
题？ 
作者回复: NoSQL这个词大概是2010年前后才出现的，就是为大规模数据存储而设计的，
这是他的核心设计目标；而RDBMS历史要远得多，大规模数据存储根本不是RDBMS的设
计目标。 …
展开

作者回复: 主要区别可用RDMS的ACID和NoSQL的BASE概括

 


