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1.1. /4

Section 1.2, “PUiITaf” SABUUTIET —AHHLRK W Hbase. ST EAMM AL F.  Section 1.3, “12#liIT4f X Pk
JHE) " Bz sT— i ffiHbase. fhiz477EHDFS

1.2, REIFLH

RIGF N T AR 2 Hbase 1Tk . 25l FR@ shel 1A —R, $A—AT, AEMKRE, 51 EHbase. RE104)
Bl AT LASE i AT B #AE

L2001, TR 3R B R A
A MX%, % HBase Releases. fiii stable 3%, R FEIGEN . tar. gz B B0 hbase-

0.90. 4. tar. gz.

RIS, SRJE HEN B ZER A H St

$ tar xfz hbase—0.90. 4. tar. gz
$ cd hbase-0.90. 4

HEAR B 4] LUE ShHbase T o {HAZRVRA] R T BESE MM conf/hbase-site. xml ZHC Bhbase. rootdir, ikFEHbasel i 5 F)mE
H¥ .

<?xml version="1.0"?>
<{?xml-stylesheet type="text/xsl” href="configuration.xsl”?>
{configuration>
<{property>
<{name>hbase. rootdir</name>
<{value>file:///DIRECTORY/hbase</value>
{/property>
{/configuration>

F DIRECTORY BRI S I HR. BRIN hbase. rootdir TR /tmp/hbase-§ (user. name} , WL UIARSTEE B 5 X R EL
Y& (3 RS E R STE L tp B %)

1.2.2. J33) HBase
HLE JE FhHbase:

$ ./bin/start-hbase. sh
starting Master, logging to logs/hbase-user-master—example. org. out

IAEIRIZAT 2 AL R W Hbaes . BT LARIIRSS #1817 E— N JVM L, f¥EHbaseflZookeeper. Hbasell) H EHHE 10gs H3E, 21K
Ja B ] B, AT ARG A AN H &

RMLHET java ?
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PR BN 3 T Oraclef1. 6 JRASH java. WIRIRE M ATHN javaf RIVBIRZRE T Java. MR RH L,
R 23, SRIGH M cont/hbase—env. sh, JFIA A TAvA HOMESS [A) BIR Javall) 223 H 3% .

1.2.3. Shell %42]
Fshell &K FHbase

$ . /bin/hbase shell

HBase Shell; enter ’help<RETURN>’ for list of supported commands.

Type “exit<RETURN>” to leave the HBase Shell
Version: 0.90.0, r1001068, Fri Sep 24 13:55:42 PDT 2010

hbase (main) :001:0>

N help 485 <RETURN> TILLE | —Flshelldrd. X BMFEIIRVEA, ZEBMRERA, THHIHEMS 5.
BE—ANEN test MR, ZPMRRF A colunn family Jy cr. ATEAFIHH A MR A CIEEIL, SREHHEALAE.

hbase (main) :003:0> create ’test’, ’cf’

0 row(s) in 1.2200 seconds

hbase (main) :003:0> list ’table’

test

1 row(s) in 0.0550 seconds

hbase (main) :004:0> put ’test’, 'rowl’, ’cf:a’, ’valuel’
0 row(s) in 0.0560 seconds

hbase (main) :005:0> put "test’, ’row2’, ’cf:b’, ’value2’
0 row(s) in 0.0370 seconds

hbase (main) :006:0> put ’test’, ’row3’, ’cf:c’, ’value3d’
0 row(s) in 0.0450 seconds

PLEFRATIA BFEAN T 34T S —MTkey Arowl, FIH cf:ia,
B, CLESRG. Blanx —1T 54 2.

K 4 A A .
ScaniX /Mg, #IEWIF

hbase (main) :007:0> scan test’

{li#2 valuel. HbaseHFZH column family§iZEFI% (K4 74

ROW COLUMN+CELL

rowl column=cf:a, timestamp=1288380727188, value=valuel
row2 column=cf:b, timestamp=1288380738440, value=value2
row3 column=cf:c, timestamp=1288380747365, value=value3

3 row(s) in 0.0590 seconds
Get—A47, #RAEUWF

hbase (main) :008:0> get ’test’, ' rowl’

COLUMN CELL

cf:a timestamp=1288380727188, value=valuel
1 row(s) in 0.0400 seconds

disable F drop X3K3, I LATEERVRNIRIIERAE

hbase (main) :012:0> disable ’test’
0 row(s) in 1.0930 seconds

hbase (main) :013:0> drop " test’

0 row(s) in 0.0770 seconds

FKMlshell

hbase (main) :014:0> exit
1.2.4. {51 HBase

BATAE I BIASR A 1 HBase.

$ ./bin/stop-hbase. sh
stopping hbase...............

1.2.5. F—Ziztr4

DU BRAAE ] T 923 . 5 T RARTT L% Section 1.3,

S HTTAE GHXPETTER) 7, BATS A BA R I Hbaseid

TR, BT Hbaseh F BRHA: FinfTRcE .

1. 3. 12346 CH PR - 46)
1.3, 1. TWEMHMG

Hbase BN FG 2, A4 DI BEA ST AR ORI RO 2L 2 . IRTERUCH BB, LA Pl REB 2 54 R iR R 2

FREE

1.3.1.1. java

HHadoop—#, Hbasefi ZOracl ehi A Javab. B 1 AN [ T u 1 8RRAS HLAML AR AT LA, SRt ISR i o

1.3.1.2. hadoop

ZRRA I Hbase R AT UZ AT #EHadoop 0. 20. x, AR LLIZAT Thadoop 0.21.x (0. 22. x4T). HBaseiZfT7E #A Hr A RL Uikg
FIHDFS F£xE %%, Hadoop 0.20.2 F1 Hadoop 0. 20.203. 05t A X NIhEE. BIE XA branch-0. 20-append #M ] H XA
ohaell). BZEE T RAT IR XA TRE, FTMAREE 3 O3 T . HEE Michael Noll SRIVEAHIIBLM, Building
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an Hadoop 0.20.x version for HBase 0.90.2.

fREWLAH Cloudera’s CDH3. CDH 4T TixX/M4h ] (CDH3 betas EAILA#/E; b2, b3, or b4).
A NHbase# 7. #EHadoopZ |, AL 2] T hadoop. jar, iX/MJarfE 1ib HH. XA jarfEhbase H C.4T T branch-0. 20-append
#MT Hhadoop. jar. Hadoopfd HffJhadoop. jarfiHbaseff K Al —F. FrLMRTEENW Hbase 1ib H 3 FHhadoop. jar# #
FHadoop BT BIARAS, B IERRAMIZ . E 7 S CDHEA IR A< 3% & HDFS-724 M branch—0. 20~append LA, X MHDFS-724%h T &
TRPCHMI o MR EGHe, BESA A, 4kiiisSo™ =145, Hadoop B REKHEET .

AT LU Hbase L A X FisyncHhadoop. jar & {CHadoop H. i B A5 12

PRAT AR AT 4T LS TLX AN TR 512 .
Hadoop 41k

HBaseiz {7 fEHadoop 0.20. x b, #tAf DMEH P2 pitE — RE/RFAXBHAAO0. 20S FICDH3B3, AJ5H
hadoop. jar &g v LA T .

1.3.1.3. ssh

WaiESessh . sshd WAAUELT, XFfHadoop A A A] LA AR # 4% HoAth ffiHadoopFiHbase# F . sshZ [B] LZUHTIE, A
FHBERL AR LB 5, VRGN 7 VER] PAGoogle— K (“ssh passwordless login”).

1.3.1.4. DNS
HBaseff AL hostname 7 3RFFIPHuHE. 1E % M) FRIDNSER2 AT LA,
IRIRHIL B A 24N H, Hbases{# Flhostname & [7) [ F 42 1.

WERIEARE, RATLAEE hbase. regionserver. dns. interface JKFRE EHE . MIRIRIPEAN LRI E SCHA L HT—8, BAF
AL FE A 70 1 9 285 42 11

ﬁsﬁ*ﬂ’ﬁYﬁEA_ﬁﬁ hbase. regionserver. dns. namcscrvcrﬂ%%ﬁnaﬂleserver, Z:1Eﬁﬁ/%gﬁ%5/“]

1.3.1.5. NTP
LRI PR GUEIEAR N — 2. AN —ZUE A UALN, ERMRMA R SERFTENAT N, 1817 NP s At 4R
VU SR [R5 AR B I ().

P SRR ) B B B A A B PR, R DA — T RGN R A IR !
1.3.1.6. ulimit fl] nproc

HBase 2 $#fi 2, R AEIR] — I A AR 22 B SCAFA0. K 230 inux RGERE A BRI 10242 N R 2 Y, 2 SBEAQ: Why do

1 see “java.io. I0Exception... (Too many open files)” in my logs?FH . IBAIRES K AEXFER 4

2010-04-06 03:04:37,542 INFO org. apache. hadoop. hdfs. DFSClient: Exception increateBlockOutputStream java.io.EOFException
2010-04-06 03:04:37,542 INFO org. apache. hadoop. hdfs. DFSClient: Abandoning block blk -6935524980745310745 1391901

T MR 5 BAS AR A 5 RS AR R . AT AR E B 10k, RIETHR S hbase FF' MY nproc, WIHTREE K
OutOfMemoryErrorEiT%'o (2] [QJ.

EER, XA BCE R R RSN, ARHbase AR H K. AN AR EHbase B T P, AR E RAERI
AR—AH . ElbaseABIGE, 57 HELMfEulinitfE 8, FroMkRrks -7, @

1.3.1.6.1. fEUbuntu L& Bulimit
T AR & Ubuntu, /RT] LLIXRERE -
XXM Jete/security/limits. conf ¥sAN—4T, 0:

hadoop - nofile 32768

AT PAHE hadoop BRIz 1T Hbase filHadoop M H o WEARFBE A, AREET ERCH 4. A Cnproc hard Al soft
limits. m:

hadoop soft/hard nproc 32000

{"F /etc/pam. d/common-session bﬂtﬁgﬁj
session required pam_limits.so
é?)rlufrf /etc/security/limits. C()nfiﬂggﬂg_4‘/x\d:§&
EAERBER, RERCEA R
1.3.1.7. dfs.datanode. max. xcievers

—A Hadoop HDFS Datanode 5 —/MRINALHE AR EFR. XANSEI xcievers (HadoopMIfEFH XA FBIFPHE T). 1EARID
%ﬁ‘Zﬁﬁy %Eﬁ{U\_F{;ﬁ\ﬁ?ﬁﬁﬁﬂﬁi‘zﬁ\i'ﬁ:conf/hdfs*site.xml%[ﬂﬁ@xceiversgﬁy é?://l‘gﬁ40962

<{property>
<{name>dfs. datanode. max. xcievers</name>
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<{value>4096</value>

<{/property>
X FHDFSAE oI & B0 9 5 )5
WMRBHX—HRE, RSB RTENRM. RefEDatanode) HEFH Flxcievers exceeded, {HAZAEITHIREH
missing blocks#ii®. HIf0: 10/12/08 20:10:31 INFO hdfs. DFSClient: Could not obtain block

blk XXXXXXXXXXXXXXXXXXXXXX YYYYYYYY from any node: java.io.IOException: No live nodes contain current block. Will get new

block locations from namenode and retry... (5]

1.3.1.8. Windows
HBasei& A & A 7EWindows FMIRId . BT AAHEETEWindows NIgAT.

WRRSTERARIELT, HELECyewin EEH—Nunix3 . HHIEE Vindows %34S . o3 R HIEIRIRBITH
F=Fwindows BVE B A

1.3.2. HBaseizfTHi: AL oAz

HBase i W/ MZATHIT: Section 1.3.2. 1, “HHHK” H Section 1.3.2.2, “AAHAMK” . BHARLFHHRER, nEE
I3 AG T AR 5 B cont SO T O IC B SO

RNERH AN, R FHERE conf/hbase-env. shRFi flHbase java )23 M43, TEIXAS AL BARE 7] L B Hbase i 17 3R
&, WU heapsizeMHA JVMA RMIETH, EHLog b, 5. WHE Java_HOMEIRM java ZZ3E M EKAL.

1.3.2.1. LR

KRB, fF Section 1.2, “HREIFFUH” —FHAHMFRXAMENX. EHRHBNF, Hbaseff AN RS, i
ASEHDFS 5 Fr LA IRSS FlzooKeeper & IE /R E— AN JVMHT . zookeep M WT — /N 1, XA P i 1T LLi%HzHbase T o

1.3.2.2. A AL

%#ﬁiﬁﬁfﬁ%}ﬂ?ﬂ% Do A AR IR AT A — AL L, (AR — NIV T 58 42 20 A 2B R 10 B IR S Al A2 25
AT 8L

S A F AT Z{EH Hadoop Distributed File System (HDFS). AJLLZs . HDESFE>RANHE Gk 3K 1550 T % 25HDFSHIFR o 14
{EHbaseZ B, REMANHDFSTH] LAIE#IZ1E
MRS )G, RFEERMMRID A R B M EL B2 T M. X P AT DS R — AN 56 0E
ASection 1.3.2.3, “IBITAERIRAIZH" .

1.3.2.2. 1. Do AR
By 3 A 2R 28 — AR T B 0 AT U XM U BRI o A REHUX AN T4 723070, AR Tkt fg

YRIBINHDFS 35 I 2 J5, BT LAJe4RidE conf/hbase-site. xmlo TEXANCAARTATLLIIAE CHIECE, XAME 2E%

Section 3.1.1, “HBase ZRIAELE” and Section 1.3.2.2.2.3, “HDFSZE Il E ” . i54THbase 75 ¥ Bhbase. rootdir J&
1. 1% @ M 2 FEHbase fEHDFS i Fi ) H SR OAZ B . Bltn, ZAE /hbase H3%, iknamenode Wilfrlocahost(19000%5 10, A4
FEHE U (HDFSERUE3 4 D) o ATLATE hbase—site. xml 5 FATTR A

{configuration>

{property>
<{name>hbase. rootdir</name>
<{value>hdfs://localhost:9000/hbase</value>
<{description>The directory shared by RegionServers.
<{/description>

<{/property>

<{property>
<{name>dfs. replication</name>
<{value>1</value>
{description>The replication count for HLog & HFile storage. Should not be greater than HDFS datanode count.
</description>

</property>

</ébﬁf1guration>
Note

ikHbase H CUAIE hbase. rootdir H, WMRMREHCBXANHZE, &F —Awarning, Hbases iR E{E BT
migrationffE, {H2HRDUIISCHE.

Note
ERRAIZBEE] localhost. WREABIER T AN, HANIER FHbase. FrLMREEUE RN, AR,
BUAERTDABKE] Section 1.3.2.3, “SEBATMBAMRINGYE " FEFRBMRE AR T, O
1.3.2.2.2. 54504 U
TRIET e AR, REHTUWTECE, J57E hbase-site. xnl, JI—/NEM hbase. cluster. distributed WEAN true SR

JGIE hbase. rootdir 1% & NHDFSf{NameNode{Jfi B . HlUl, YRfnamenodeizfTfEnamenode. example. org, ¥ild+&9000 ki
HIH A /nbase, 8 40T HIBCE

{configuration>

<{property>
<{name>hbase. rootdir</name>
<value>hdfs://namenode. example. org:9000/hbase</value>
{description>The directory shared by RegionServers.
</description>

www. yankay. com/wp—content/hbase/book. html
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<{/property>
<{property>
<{name>hbase. cluster. distributed</name>
<{value>true</value>
<{description>The mode the cluster will be in. Possible values are
false: standalone and pseudo—distributed setups with managed Zookeeper
true: fully-distributed with unmanaged Zookeeper Quorum (see hbase—env. sh)
<{/description>
<{/property>

{/configuration>

1.3.2.2.2.1. regionservers

ﬁéﬁﬁﬁ*ﬁfﬁE‘Ji{‘.%g’f@%&mﬁ/rcgionsorvm‘s. E Section 1.3.3.1.2, “re ionservers” ﬁutﬂ?’f%(ﬁ%@?ﬁ“ﬂﬁé%ﬂ
HRegionServer, —47H—"/host (HiffHadoop LI slaves —FF). FITEIX B server&hiE EMHENIB N E8), LRI
1B k.

1.3.2.2.2.2. ZooKeeper

— A3 BT B Hbase K — > zookeeper 61 . FTG I SN it ER A AL A U W] zookeeper s ERIAMYIE L FHbase 2 3 Bl
“MNzookeepHEHE. X MEH S ETbase B BNTE . 2458, RATCLEH QBB — M zookeeper i, HFENL EHbase. 1K
T EAE cont/hbase-env. sh HLETKIHBASE MANAGES 7ZK K UTHft. IXAMEEKINZ trueff], 1FHIZ1kHbase ) Bl A5 RNt 5 3)

zookeeper.

ﬁHbaSG%IﬁZOOkQGDeI‘E‘]N{%, 1ﬁ§mu@ﬁ1éﬂﬁ/oo crgﬂ%ﬁﬂﬁzookeeper, */I\Ejjﬂﬁﬁﬁ’{]ﬁ‘/fiﬁ cunr/hlmstfsito.xm]iﬁ
ﬂ%}ﬂﬂlzookeeperﬁ‘]ﬁﬂﬁo ZookeepEﬁ@ﬂﬁ%f@%property%ﬁ hbase-site. xml BT o optionﬂ‘]ﬁ%”%’% hbase. zookeeper. property.
%T/I\Hﬁhy clientPort ﬁﬂﬁﬁxml%ﬁﬂ‘]%?% hbase. zookeeper. property. clientPort. ﬁﬁﬁﬂ‘]gﬁﬂdﬁﬁﬂ%]{baseﬁ%ﬁ%y "E]?ﬁ
zookeeper, ZJ Section 3.1.1, “HBase FRIAFLE” . W LAEFR hbase. zookeeper. property HIZ%, #XFKF zookeeperIfic

= (8]

Xt TFzookeepr L B, VRE/DIELE hbase-site. xml 14 Hizookeeprfiensemble servers, HEARHIFEE
hbase. zookeeper. quorum. XN FEHIERINE/Z localhost, XAMEXT T/ AN B RATT LI, (GEfEEETIEER).

K FHEIZIT )L M zookeeper?

YRIZAT—Nzookeeper 2 AT LA, (HUZEAF=IAEEH, (REGFHES, 5, T A. EIEZE, T
s MR BRI E TR, BENEATTUN . IRFEL T AN zookeeper 1GELINAE, WRWERERITE, WIFH
ML IR, ML RESE AT LA fRzookeeper & R PERET . ). WORARIMAERE IR E, AEH Zookeeperfil
RegionServeriz{T7E[R— & HLEE E1H. #lif%DataNodes 1 TaskTrackers—Ff

AT, Hbase& B HZooKeeper EREETI 4 15 (1,2, 3,4, 5}. example. com, MiWF2222 i1 (BRINZ2181), Ffl
{Rconf/hbasc*cmn thﬁ:‘:F‘ HBASE MANAGE ZKE@{E% true E—%iﬁ conf/hbase-site. xml i&ﬁ

hbase. zookeeper. property. clientPort ﬂ] hbase. zookeeper. quorumo {/fi]&ﬂul&% hbase. zookeeper. property. dataDirE‘fﬁﬁEjﬁ
ZooKeeper (RAFHUE M H bt . BROME SR /tnp , X HAEE B INBTESWERAE RGMIEL, wT DR B

/user/local/zookeeper.

<{configuration>

<{property>
<name>hbase. zookeeper. property. clientPort<{/name>
<value>2222</value>
<{description>Property from ZooKeeper’s config zoo.cfg.
The port at which the clients will connect.
<{/description>

<{/property>

<{property>
<name>hbase. zookeeper. quorum</name>
<value>rsl. example. com, rs2. example. com, rs3. example. com, rs4. example. com, rs5. example. com</value>
<{description>Comma separated list of servers in the ZooKeeper Quorum.
For example, “hostl.mydomain. com, host2. mydomain. com, host3. mydomain. com”.
By default this is set to localhost for local and pseudo—-distributed modes
of operation. For a fully-distributed setup, this should be set to a full
list of ZooKeeper quorum servers. If HBASE_MANAGES 7K is set in hbase-env. sh
this is the list of servers which we will start/stop ZooKeeper on.
<{/description>

<{/property>

<{property>
<name>hbase. zookeeper. property. dataDir</name>
<value>/usr/local/zookeeper</value>
<{description>Property from ZooKeeper’ s config zoo.cfg.
The directory where the snapshot is stored.
</description>

<{/property>

</;3-0;1figuration>
1.3.2.2.2.2. 1. MM ZooKeeperhl 7

ikHbasefdi H —AMNIA A HiHbase 045 1 Zookeep R, B E conf/hbase-env. shIAEH [RIHBASE MANAGES_zK JEVYEN false

#. .Tell HBase whether it should manage it’s own instance of Zookeeper or not.
export HBASE MANAGES ZK=false

E;T?k: TﬁEEZookeeperEﬁhosﬁrﬂﬁﬁ’ﬁDo ﬂu(ﬂ: hbase-site. xml’#ﬁﬁ, ﬂjﬂw\?(:EHbaseE‘]CLASSI’ATI[‘FEBH*/]\zoo.cl'gﬁaﬁi
’ﬁ‘a HBase é’fjﬁf‘ﬁbﬂ?ﬁz‘z z00. cfg %EE"]WEE, Eh})asc*silc.xm]%ﬁﬁ@%%fﬁ.

YHbasefE & ZooKeeper BT, ZookeeperBE#E (K JE 3 EHbase B B IA I —& 4y HITE, HRHE A CLIBIT. TRATLLXFEA
${HBASE_HOME} /bin/hbase—daemons. sh {start, stop} zookeeper

PRAT LA X 261 4 5 Bl ZooKeeper i A i ZhHbase.  HBASE MANAGES 7K MMEJE false, UIF{RAE7EHbase J5 (RN 5 A 5
ZooKeeper, YR A] LLIX FEA

Xt T 437 Zoopkeeper f o] /i, YRA] LAZE Zookeeper & 5115 1 FH5 1.

www. yankay. com/wp—content/hbase/book. html
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1.3.2.2.2.3. HDFS% )Wl &

R AR A 2EHadoop &AL ATHDFS 25 3mic &, B AndR IHDFS 5 - i IO C IR 55 o I AN — o #BB B N IM VAL, HBase
MREE SRR ERFE

o fEhbase-env. shHLIFHBASE CLASSPATHERHi4E BN _L-HADOOP CONF DIR .
o TE$ (HBASE HOME} /conf RTHIAI—A hdfs—site. xml (B hadoop-site.xml) , HAFfEii%EE:
o WIRRIGHDFSE F i G B A 2 191G, R AT DAEIX N E] hbase-site. xnl LT
BIGNHDFSKIAC & dfs. replication. fRAT MGG, MAZERINIISGY . ISR LI AA1E, Hbase R 347
1.3.2.3. &84T AR IR 25

B EHAARIGHDFS 2 12 A7 1 o ARAT LB ATHADOOP_HOMEH ) bin/start-hdfs. sh KA BIHDFS. 4R AT L@ pu t dir & M i — 4
XEs AR ge t AT A RILIX AN i EE I FHbase & A& iE Tmapreducef]. AT LAHLAS TR EEAG A X 4L,

WMRIRE C B ZooKeeper Rt IRFBEMINE ZIBITEN .. WHEEHbaseFt®, ZoopKeeper2:[iHbaseH 5.

Fln R w4 JE ZhHbase:

bin/start-hbase. sh

IXAN A AEHBASE_HOME H 3% BT o

PRIAE OV 4 ]2 ZiHbase T« HbasefllogitfE logs T-H - HH. 4Hbase/B s H Al B IN{%, 7 LLEHLog.
HbasethF—AFM, EHSFIHEZREME. BRIALHEMasterf)60010%5i 1 EH (HBase RegionServers 4XERIAZPE 60020k
M, 7E3I160030 LA —ANERGEEMAE ). iR MasteriZ4T7E naster. example. org, Ui LZBRINMIE, RT LM S 7E
htLp://masLer.example.org:ﬁOUlO%%%Ujf?%ﬁﬁ. .

— HHbasea33), & MW.Section 1.2.3, “Shell Zi2]” AfLLERIUMER, HALIE, scanfRifFR, BHdisableX AN, &
S e M.

T PAfEHbase ShellfF iEHbase

$ ./bin/stop-hbase. sh
stopping hbase...............

o AL R0 R T — e ), URAAERERRA, (IR 1) AT R 2ot o 8 AR IEAEE AT — AN A OB 1E, B AEHbase B 15 11
Z i1, HadoopASHEfS.

1.3.3. BLEHF
1.3.3. 1. fEHpAiiHbase % %

X H A0 S 1 Hbase 1 BRG], X HLECE AR FEAN, TAAN exanple0, examplel... —HLF| exampled . HBase
Master A1 HDFS namenode izfE7E[E— 1 example0 .. RegionServers I&fTfETT /i examplel—example9. —4 3—7T7 4
ZooKeeper %ﬁ@?ﬁ’{jﬁexamplel, example2, *D exampled, uﬁlﬂ{%}#%ﬁ)& ZooKeeper E‘]ﬁ(ﬁﬁ{ﬁﬁ:ai /export/zookeeper. T
E&ﬂ]@i’\‘i%ﬁﬁﬁﬂﬁlﬁ'*f hbase-site. xml, regionservers, *ﬂ hbase—env.sh —— ié%)‘(ﬁ—ﬂu?f conl‘ﬁ%ﬁé%”.

1.3.3.1.1. hbase-site.xml

<{?xml version="1.0"?>
<{?xml-stylesheet type="text/xsl” href="configuration.xsl”?>
{configuration>
<{property>
<{name>hbase. zookeeper. quorum</name>
<value>examplel, example2, example3</value>
{description>The directory shared by RegionServers.
</description>
<{/property>
<{property>
<name>hbase. zookeeper. property. dataDir</name>
<value>/export/zookeeper</value>
{description>Property from ZooKeeper’s config zoo.cfg.
The directory where the snapshot is stored.
</description>
<{/property>
<{property>
<{name>hbase. rootdir</name>
<value>hdfs://example0:9000/hbase</value>
{description>The directory shared by RegionServers.
<{/description>
<{/property>
<{property>
<{name>hbase. cluster. distributed</name>
<value>true</value>
<{description>The mode the cluster will be in. Possible values are
false: standalone and pseudo-distributed setups with managed Zookeeper
true: fully-distributed with unmanaged Zookeeper Quorum (see hbase—env. sh)
<{/description>
<{/property>
{/configuration>

1.3.3.1.2. regionservers

XA AT RegionServer [ s 51 T F oK. LEIXAMI)F B FRATLL BT (75 55 #RI24TRegionServer, B 1258 — A1 4
examplel, T 32i&4T HBase Master Al HDFS namenode

examplel
exampled
exampled
exampleb

www. yankay. com/wp—content/hbase/book. html

9/38



12-4-10 HBase B J7 Y4

example6
example?
example8
example9

1.3.3.1.3. hbase-env. sh

THBEATHAEE @S REIR hbase-env. sh SCHFAIELERINZEAL ARGy, AT Hbase 14 P 77 B E NAGTTT A EEA I 1G.

$ git diff hbase-env. sh

diff --git a/conf/hbase-env. sh b/conf/hbase—env. sh

index e70ebc6..96f8c27 100644

-—= a/conf/hbase-env. sh

+++ b/conf/hbase-env. sh

@@ -31,7 +31,7 @@ export JAVA HOME=/usr/lib//jvm/java—6-sun/
# export HBASE_CLASSPATH=

# The maximum amount of heap to use, in MB. Default is 1000.
—# export HBASE HEAPSIZE=1000
+export HBASE HEAPSIZE=4096

# Extra Java runtime options.
# Below are what we set by default. May only work with SUN JVM.

WRATLMER rsync REBE cont SCHICEIRIHASERE.

(1) See CHANGES. txt in branch—0. 20-append to see list of patches involved adding append on the Hadoop 0.20
branch.

(2] see Jack Levin’s major hdfs issues note up on the user list.

(3] SscbE 1) 25 SRt T 308 22 PR SR 1R % LAY, Bl fnOracle. Setting Shell Limits for the Oracle User in Short
Guide to install Oracle 10 on Linux.

4] g yseful read setting config on you hadoop cluster is Aaron Kimballs’ Configuration Parameters: What can
you just ignore?

(8] Z: ), Hadoop HDFS: Deceived by Xciever for an informative rant on xceivering.

18] 534 4 195k B THadoop.

[2] See Pseudo-distributed mode extras for notes on how to start extra Masters and RegionServers when running
pseudo—distributed.

8] For the full list of ZooKeeper configurations, see ZooKeeper’ s zoo.cfg. HBase does not ship with a zoo.cfg
so you will need to browse the conf directory in an appropriate ZooKeeper download.

Chapter 2. FZk
Table of Contents
2.1. MHBase 0.20.x or 0.89.x FZ¢%| HBase 0.90.x

Z 0, Section 1.3.1, “FEMHAM" , FHFEFFHERA KHadoop FRAHIEE.

2.1. MHBase 0.20.x or 0.89.x FZ¢%| HBase 0.90. x

0.90. x JRA M HBase ] LAFE HBase 0.20.x Bi# HBase 0.89. x[(I%#E FE%). AFHEEHBIE /), HBase 0.89.x Hl
0.90.x fiiregionHFHLR—RA—FH — ZRAFnd5 hash MA 2 jenkins hash KfyXregion— XEiEME, —H)H3, H
WARREAEH] HBase 0. 20. x.

Eﬁé&ﬁ‘]ﬁﬂl}%, *%Ej’?jhhaso default. xml U\{fiﬁ‘] confajk"ﬂﬂujﬁa 0. 20. x F&ZISE’\]EEEX‘HF 0.90. x HBaseK%%ﬁE"].
hbase—default. xml I}Q#Eé’é%ﬁ*T@;ﬁ HBase jar Eﬁﬁ? ﬁﬂ%{ﬁ‘*ﬂﬁﬁﬁ/ﬁlﬁmﬁy WWUFSRE%?
src/main/resources/hbase-default. xml E‘z%‘fb Section 3.1.1, “HBase %{i}ﬂﬂﬁiﬁﬂ

5, WERMO0.20. xF+ K, TE/Eshel LA META. schema . JE3%, FRATIHEREFH F {4 F1 16KB MEMSTORE FLUSHSIZE. {E
shel1FIZAT hbase> scan ’-ROOT-". XiW7NZ4BIAI.META. schema. &EF MEMSTORE_FLUSHSIZE HIK/N. FHEAEANE 16KB
(16384) 2 W RKIE, IRFEZEBNE (BRIAFMER 64MB (67108864)) IBATHIA bin/set meta memstore size.rb. XANHIA LS
B NETA. schema. WIRARIZATHIWE, HELERE

(9] Z ), HBASE-3499 Users upgrading to 0.90.0 need to have their .META. table updated with the right
MEMSTORE SIZE

Chapter 3. M H

Table of Contents

3.1. hbase-site.xml F hbase-default. xml
3. 1. 1. HBase BRIAFACLE

www. yankay. com/wp—content/hbase/book. html 10/38
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3.

3.

HBase B 77 (Y

3.2. hbase—env. sh
3.3. log4i. properties

3.4, FEEHALE
3.5. WAZHL
3.6. df L

zookeeper. session. timeout

hbase. regionserver. handler. count

L
2.
3. KAAEHLEIIIEE
4,
5.

3.6
3.6
3.6

E

LZ0 K4
K1Y Regions
6. ¥ Splitting
3. 7. EHbase BEFE 2 7 vify P B R4 At
3.7.1. Java%Zg i

HbaSCE‘]EBE%?}E*HHadOOD—‘Eﬁa Econf/hbase*env.shﬁﬂ%%gﬁﬂ@%ﬁ%{%‘%*uﬂ:ﬁ@éio - ﬁ&ﬁﬂﬁ%?ﬁﬁﬁ]shcll{iﬂﬂ -
SRIGEXML S R B S B, BB E . (5 abasefdi Fl 4T 4 HHbll, ZooKeeperfyfi B sz &, (101

AR A7 BRI ], RGeS 2 5, D8 R AN SO I B AR fcont HRT . Hbase A HiARI

X, PR rsync.

6.
3. 6.
3. 6.

1. hbase-site. xml %D hbase-default. xml

JtEﬁDHadOOp)‘J—KE_HDFSE‘JEEEX#{%M'S*SiLe. xml , Hbascﬂ’ﬂﬁﬂﬁiﬁi% conf/hbase-site. xml. 'fkﬂﬂff Section 3.1.1, “HBase
@gij& EE % ” TJZ@UEEEE@E‘@W%O 1ﬁ1ﬁﬂ u%ﬁ’f'ﬁﬁgiﬁﬂlﬂhhasc default. xml )‘Lﬁ:, ’ﬁ"jjﬂ—:src/nm in/resources H ZZKLTO

ASEFTA R BEALE hvase-default. xnl L. R E B AU, BCEBA T RESRE, FrLAE— 1 X Lol ol e B 10 M52 3
AR A L

EEENE, BEBERAEEMEA.
1.1. HBase ZRIAfCE

HBase BRIAECE

ZOCH /2 Fihbase BRI B SCHAE ), SCIFUEZ hbase-default. xnl (BRIRIPERR 2L, BREAB DU SOER) .
hbase. rootdir

XANHSEregion serverfFEE HE, HREFFAfblbase. URLTEER EA& LM 1, BEGE /RS scheme.
tn, FEFRIRhdfsHH) /hbase’ H3%, namenode i&4TfEnamenode. example. orgft9090% 1. N7 Ei%E N
hdfs://namenode. example. org:9000/hbase. BRINTEHL FHbase /&S 2/ tmpfl). AEUXAELE, HHESTEHE B M EE
5k

BRIN: file:///tnp/hbase-$ (user. name} /hbase
hbase. master. port
HbasefMaster )% 1.
BRIL: 60000
hbase. cluster. distributed
HbasefJiziTHi R, false MR, true i, & Nfalse, HbasefMZookeeper<:iafT7E [F]— 4> JVMEIH .

BRik: ralse

hbase. tmp. dir
ARH AR R GEIIG I SO, AT MBS — AR AR H 3 B (/tmp 2 /E L3 I )
ERiLk: /tmp/hbase-$ {user. name)

hbase. master. info. port

HBase Master web FtiMidmM. WEAN-1 BWEHERAHEILMIZIT.
BRik: 60010
hbase. master. info. bindAddress
HBase Master web FtTEIZRE % 1
BRik: 0.0.0.0

hbase. client. write. buffer

HTableZ% F Ui 1) 5 2 o BRI R /N o IXAMERECK, T EVHREIM NI R . RUONGEMPTE R P i A0 IR 25 i #8A Se9], FTDARR
FLHFER AR S v P A T I AR . 1R B0UFAL R, FT DU RPCHIIREL . W] LLIKFE AL SR 55 25 u 4 o5 FH B9 AL A7
hbase. client. write. buffer * hbase. regionserver. handler. count

2RIk 2097152

hbase. regionserver. port

HBase RegionServerdf & K] I

www. yankay. com/wp—content/hbase/book. html
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hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

HBase B 77 (Y
ZRIN: 60020

regionserver. info. port

HBase RegionServer web FIHYFEMH T XE N -1 EWHRIXIRAMESIZIT RegionServer Fi.
BN 60030

regionserver. info. port. auto

MasterdfRegionServer & &5 EHHAS Y — AT LU ) 1 S48 € Sl . 2Yhbase. regionserver. info. port ©4 4 5 F ik
iz, LA — AN O 9EE . XA TIREE R IR G . BRIAKH.

ERil: false

regionserver. info. bindAddress

HBase RegionServer web FLIHIfTPHbAL

BIN: 0.0.0.0

regionserver. class

RegionServer fHIHE M. &/ und] B RZEHregion server I k28 2.
ERIN: org. apache. hadoop. hbase. ipc. HRegionInterface

client. pause

T R S A 2 B VAR R P i L B AT B SRR ). LA R K ge t#RAE Mregion B M HRAESF IR T fiE
Fo

ERik: 1000

client. retries. number

W RERREL . B0 region?Eil], Geti®fF, UpdatelfEZS#l ek 4R, THEER, XRARKERERIME.
ke 10

client. scanner. caching

LM Scanner inext /5%, THME XCAFEGAT BRI 5, MOBR 35 i — DRI AUAT B UK BRI Scanner 2 tR— 24,
B EMELRNA. BB, next/NEM SRS, 182 —E L, TSN . flanEd

Thbase. regionserver. lease. period,
Bk 1
client. keyvalue. maxsize

—MKeyValue Sl ¥ 5 Ksize. XA FH R & B A ST N entry R/ E5 . BA—KeyValue AN RS 1,
Bt AT DA G IR O B i K F 8lregion AN ] 3. B IO RIS N T DA B Kregion sizeEBRIIEL. R EEN
0ERE H /N, WX E. BRIALOMB.

Rik: 10485760

regionserver. lease. period

% i HRegion server MR, RIERIN RME. PA2ZEM. BOAERT, &/ X MWL —%ER, Bl
MAFES .

BN 60000

regionserver. handler. count

RegionServers® I HJRPC Serversifil¥iiE. XTMastersit, XNEM EMasterZ M fhandleri &
Bk 10

regionserver. msginterval

RegionServer KIHEZ Master WFIA][AIRG, PAAI &=

ZRIN: 3000

regionserver. optionallogflushinterval

FiHlog[F 2 ZIHDFSIX ARG . dnRHlogi AR R B — @ e, B THE, MoflRFED. BAZ15D, fi=ib.
ERIN: 1000

regionserver. regionSplitLimit

regionfIBER] T X MEFMASESR T« XA~ PregionBUIRIIBEME RS EER T —ERSEMEM, 27
KAMEFAZAF IR T o BRIAJEMAX INT. g2 SANPH R 732

RN 2147483647

regionserver. logroll. period

83 commit logliIBE, AEAEAS EBIIME.

www. yankay. com/wp—content/hbase/book. html
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hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

hbase.

HBase B 77 (Y
2Rik: 3600000

regionserver. hlog. reader. impl

HLog file reader F{JSZH.

Ejﬁ)\ org. apache. hadoop. hbase. regionserver. wal. SequenceFileLogReader
regionserver. hlog. writer. impl

HLog file writer MJSZEN.

Tj{i}\ org. apache. hadoop. hbase. regionserver. wal. SequenceFileLogWriter
regionserver. thread. splitcompactcheckfrequency

region server ZAFHAT—Ksplit/compaction 7.

ZRik: 20000

regionserver. nbreservationblocks

& BTN AEbLock IR (IR S A MG % —FF) . MK Eout of memory 5% [IH 5, FRATAT LA IX &4 N £27E
RegionServerf 1k 2 B il BRI AE -

Bk 4
zookeeper. dns. interface

(i FDNS i, Zookeeper 2K F3R A TPHUIE ) I 28 422 11 44 7~
Tj(t)\ . default

zookeeper. dns. nameserver

1455 FHDNS F i, Zookeepr{# FH BIDNS K38 42 B & 1P Hudik, Zookeeper H & eHfi & Mmaster F Sk 47Tl AT 44 .
[ixj(iA default

regionserver. dns. interface

2448 FIDNS IR, RegionServer FI ok L3Rk A TPHbE Y X 48 4 0 4 7
%{U\ default

regionserver. dns. nameserver

24 (i FIDNS I i%, RegionServer{di I [KIDNSIFIk A 5L & TP Hihik, RegionServer e K & flimaster F 2K FE AT 18 TR K 5k
.

BRIN: default

master. dns. interface

44 FHDNSHIIN %, Master ISR B A TP hE 0 2642 11 4 57
BRik: default

master. dns. nameserver
L {d FIDNS IR {5, RegionServerf#f H (UDNSHIZ B IP Hudik, Master F'es Rl & B R EEAT I K384
BRIN: default

balancer. period

MasterFifTregion balancerfIa] [ .

RN 300000

regions. slop

BiF—regionserverfjaverage + (average * slop)Pregionit<xFHfTRebalance

Bk o
master. logcleaner. ttl

HlogfFfET . oldlogdir SCAFSMIRACHTE, HId 7ot Master HIZFEE R
BRIA: 600000
master. logcleaner. plugins

LogsCleaner R4S ATHI—4LogCleanerDelegat. {HFHIZ S A fGHI AL /R, IXLEWAL/HLog cleaners<= 3% H .
W LRSS A R RTTH . /R W] PLSEEL E ©. i LogCleanerDelegat, MiF|Classpath N, RJEHEX BE NREHR. —K
HB R OAEBRE TR -

Ejﬁ)\ org. apache. hadoop. hbase. master. TimeTolLiveLogCleaner

regionserver. global. memstore. upperLimit

www. yankay. com/wp—content/hbase/book. html
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Hiregion server A iimemtoresi KME . HILIXAME, —/MHilupdatefffE i, MRGIPAT I Tushifff.

BHN: 0.4
hbase. regionserver. global. memstore. lowerLimit

MR BAT FlushBRVE IR, ST X AME A%, flushefEik. BRIAEHER/NME 35% . dnSRixAME Al
hbase. regionserver. global. memstore. upperLimit #H[E WL Z L HYupdateAEF NN ER Bl g Er, SR E/D R
17flush (FFVE: — B AT lush, (S TFREAR, AEHIT)

RN 0.35

hbase. server. thread. wakefrequency
service L{EHsleeplalfE, HAiZFP. WILIMENserviceZififsleepla]lf, ttinlog roller.
BRiA: 10000

hbase. hregion. memstore. flush. size

Mmemstore A /INE T X AME BB, <xflushBHidE . XAMEE — D2 FifFfEhbase. server. thread. wakefrequencyfs:
H—T.

ZRik: 67108864
hbase. hregion. preclose. flush. size

H—Aregion fmemstore ) KN KFRXAMERI %, FA1MlE T close. 2581847 “pre—flush” #fF, HEIXANFHE
Kl fmemstore, #AJGH X region F4&. “Y—"Pregion PR T, FATLIEFIHATEMSEE. R — " nenstorefRK
FIE A%, ClushPRfESVEFEIRZ T E . “pre—flush”#fE MK fEregion P& BT, & /cilimemstoreil s, XFETERAMN
frclose BN, flushiffEaRER.

RN 5242880

hbase. hregion. memstore. block. multiplier

fnfmemstorefhbase. hregion. memstore. block. multiplierf&#(/fjhbase. hregion. flush. sizeffJ K/, & ZEupdate
BfE. XN T WiBifEupdate &g ﬁﬁA@ﬁIE’JK}i WRAE LS, flushfIRHESICRK I SR IR %], IR
BTG BLEE 2 5l Kout of memory 5. (BEEE: WAFRAERIE AW B AL, FESE %, FEXUFER)

Rk 2
hbase. hregion. memstore. mslab. enabled

UREE: A HmemStore M BEAMZE AT IX o XANMFMER N 1B 1AL KRS RN AR R i 2 . AT A GCHRA
. (GCCHWHExStop the world) (. SEIURIEBAN Y T B RCAAE, AR EE—MEHE A HE B /D)

%kik: false

hbase. hregion. max. filesize

fx KHStoreFile K/he ZHHEANColumn familiesHJHStoreFiledfK ik FiXME, iXPHegion2= i IEI . Default:
256M.

BRIN: 268435456
hbase. hstore. compactionThreshold

B —HStore 5 £ TiIXMEMHStoreFiles (5 —/ memstore flushf=4:—/HStoreFile) MM, <iT—AN& 4
fE, #EiXHStoreFilesHmM—A. XAMEMK, FES I HEK.

NN
hbase. hstore. blockingStoreFiles

H—AMHStoreFH 2 T X MEMIHStoreFiles (Bf—memstore flushfZ4:—HStoreFile) fRIBHE, 2$AT— & IF#:
{€, updatexPHZEH A IF5EM, EIIHEIL T hbase. hstore. blockingWaitTimef{H

Bk 7
hbase. hstore. blockingWaitTime

hbase. hstore. blockingStoreFilesfifR il [{IStoreFile i < S FupdatePHLZE, iX M) Sfe PR il L ZE I E] (#) . 245885
T XA, HRegiongx ¥ 1P ZEupdatetfifE, A& IFEAT A TM. BRILA90s.

ZRik: 90000
hbase. hstore. compaction. max
A “/N7 EIFBINStoreFiles i K ¥
ZRik: 10
hbase. hregion. majorcompaction
—/MRegiont KA HStoreFilefimajor compactionsHIIf[A][AIFGE . BRIAZLIR. WE NOELZEHXADIEE.
BRI : 86400000

hbase. mapreduce. hfileoutputformat. blocksize

www. yankay. com/wp—content/hbase/book. html 14/38
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MapReduce#'HFileOutputFormat o] A5 storefiles/hfiles. iX/MAZhfileffJblocksizelf)ix/MA . % fElbase’s
HfileffJB %, bloocksizes&Hitable schema(HColumnDescriptor) tRE M), {HE7EmapreduceS Mm%, FRATIIEIREL
schemaHblocksize. XAMEM/N, FRIVRGIHHE, FREEHLT M) R B RN EIRH0/N . RARce LIARR/N, 1 HAR
TEEPBEALUT A, TR AME K.

BRI 65536

hfile.block. cache. size
SrHRZAHRi le/StoreFileffiblock cache 5 KHE (—Xmx setting) HILLG. ERINAE20%, B E N0 EA ST .
ik 0.2

hbase. hash. type

TS R BT e 75 50 . AT UG /M - . murmur (MurmurHash) 1 jenkins (JenkinsHash). XS E%45 bloom
filtersHl K.

BRIN: murmur
hbase. master. keytab. file

HMaster serverfiE# 3 {ffiffkerberos keytab SCfFEgAE. (BFFVE: Hbaseffi fKerberosSil#4x)
hbase. master. kerberos. principal

54, “hbase/ HOST@EXAMPLE. COM”. HMasterizfT 75 Z/# ] kerberos principal name. principal name 7] PAfE:
user/hostname@DOMAIN F13REX. w5 ” HOST” #%FH{fthostname portion, 75 %{# FH PRIz T Hhostname R E L E .

hbase. regionserver. keytab. file
HRegionServer il & 31§ filkerberos keytab I3
hbase. regionserver. kerberos. principal

fBl4n. “hbase/ HOST@EXAMPLE. COM”. HRegionServeriz{T 7 {#if] kerberos principal name. principal name #JLL
1E: user/hostname@OMAIN AFREX. IR ” HOST” #% M ffthostname portion, F5ELAd FsLBRIZAT hostname k&AL
To FERXN A FUIELS —PNentryKeitilf hbase. regionserver. keytab. file

zookeeper. session. timeout

ZooKeeper 2 ifiiBI. Hbaseft X MEAL# i zk ERE, FIMHER: — A2 A RHBI I TE]. E IL
http://hadoop. apache. org/zookeeper/docs/current/zookeeperProgrammers. html#ich zkSessions “The client sends
a requested timeout, the server responds with the timeout that it can give the client. ", HAfiEZM

ZRIA: 180000

zookeeper. znode. parent

ZooKeeperd AjHbase IR ZNode. i HHbasef]ZooKeeper<s Fix/A™ H e BAENT R 12 . ERINTEIL N, B BilbaseH
ZooKeeper U #4282 FIAHXT B8 1%, ATLMBAT T8 KX AN B3R T .

%kikl /hbase
zookeeper. znode. rootserver

ZNode 1#FERT tRregionfIigfe. XAMEZ HMasterskE, clientHlregionserver EIEMI. W B N—MEXTHUbE, 42
H3ut/2 ${zookeeper. znode. parent}. BRINETE T, BEKHERregionflI#E 17 1E/hbase/root-region-server.

%kik: root-region—server
hbase. zookeeper. quorum

ZookeeperHEREMHMEFZE, FES0#]. Hlt0: “hostl. mydomain. com, host2. mydomain. com, host3. mydomain. com”. Bk
A& localhost, A HAMAHN . BEESABRETEDARMER M. Wi thbase—env. shix & T
HBASE MANAGES 7K, iX%67ZooKeeperi il < fHbase—i#Z /53] .

%ﬁ@k: localhost
hbase. zookeeper. peerport

ZooKeeper i i i FHAGI® K o VELHS L.
http://hadoop. apache. org/zookeeper/docs/r3. 1. 1/zookeeperStarted. html#sc RunningReplicatedZooKeeper

BRIN: 2888
hbase. zookeeper. leaderport

ZooKeeper ki FtLeader i3m 1, FE4HZ ..
http://hadoop. apache. org/zookeeper/docs/r3. 1. 1/zookeeperStarted. html#sc RunningReplicatedZooKeeper

RN : 3888

www. yankay. com/wp—content/hbase/book. html
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hbase. zookeeper. property. initLimit
ZooKeeper(fzoo. conf H AL E .  HIUE{ksynchronizationfi Bt icks E& R
BRik: 10
hbase. zookeeper. property. syncLimit
ZooKeeper(fzoo. conf AL E . K1k —MERBNAF AN Z 0 )t 1 cks 19 E0E PR
Bk 5
hbase. zookeeper. property. dataDir
ZooKeeperfzoo. conf HHIBCE . PRIBHIIEAENE
BRik: $(hbase. tmp. dir} /zookeeper
hbase. zookeeper. property. clientPort
ZooKeeperfjzoo. conf HHIHC B . 75 i e R H v
RN 2181

hbase. zookeeper. property. maxClientCnxns

ZooKeeperHizoo. conf AL E .  ZooKeeper SEHE I BN 4 Z M ANCT ient (BATPIX 2p) fTE SR 9 9F AcHh . IXAME AT
LA i — s By e SUN By 3 A1 AR 3 i)

BRIN: 2000

hbase. rest. port
HBase REST server ¥
BRIL: 8080

hbase. rest. readonly

5E XREST server(izfrhizt. ATCLEE MM FHME: false: B RIHTTPIE R EB 244 YA - GET/PUT/POST/DELETE.
true: R GETIH K2 RFH

%ﬁ)\ false
3. 2. hbase—env. sh
TERAN S LT R B HBase M AR & . bl nl DARC & JVME B BIHE R/ NBCE GCHI S 8. ARG W] TE1X HLEC B Hbase 1S40, WLoghr
#, niceness (IFHE ML), sshSHIEApidTHMA BHEE. FIH X Fcont/ibase-env. sh4IEEH IR . AR DHIZ
HVERIERE . /R0] LR SN 5 SR s &
IXAN A B 0 5h R GiHbase B s A BEAE 2K
3.3. log4j.properties
Y IX AN ST LA Hbase i H B, FoR TRIESEE,
XN R sh R Sitbase H 8 A REAE L. H BRI AT a2 F|HBase UT
3.4, HERME

THBMSHBEE WRE. INETHRLANREMISES -ENRE. (FEE AENEEEEAZETHIN
7%, HBaselEfEIELE, BIER).

3.5. A&

Z W, Section 1.3.1, “FTHEMAE” . XHF% T2 THbase B DB N LAIECE: i.e. Section 1.3.1.6, “ ulinit
nproc_ %[] Section 1.3.1.7, “dfs.datanode. max. xcievers’ .

3.6. EHFEMNE

3.6. 1. zookeeper. session. timeout

XA BRNE RS, XEEE — B — A servers i 1, Master £/ F 300 A At 245 0L, JFURIKE .. RATRER BB IX A
AT RAL, X FEMaster BEAEEIRINERGE R T o FERINXAMEZHT, VR EHIARIIIVMIIGCSHL, 5 I — A& B A) (R GCHE 1 7t
WREFEUEN . (H—/RegionServerfEig T —AMKIN [AIFIGCHII %, VR REARELH 5 KR E) .
BBRXAECE, AT AR hbase-site xml, KFACEME R LML, AEEF.
BATZ BT DA AME B IR i, BRI IAE — KRB IE RIS B B 2 F RS O A RIEPAT — AN R
A fiERegion ServerB4sihi” , I IXAE 1) ) M KON KB [R] A GCERE S SN, AT VM A L. FA TR IXEAEN, W —
A AN AHbase MEEAR, AREHHEMANEATA, TEMBAGE L. SFREMEHAR T, BTl g X ~S8T .

3.6.2. hbase.regionserver. handler. count
A E gese 7R PSR ERESCE . BRIAR10, XAMEBRMLE/N, FERN T HR AP A A BRRNS S, RE

www. yankay. com/wp—content/hbase/book. html 16/38
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3.

3

3.

3.

3.

HBase B 77 (Y

BHMRZ R ImIEK, Eifregion serversxii, HRWHIBIERE, HFRWEMRA (EMB, W kputs, #HZEFHIscans)
IR, FEIXMEBUR. 1ERABENRIN % (gets, /Pputs, 1CVs, deletes), FEIXAMETEK.

T SR A AR NI, EIXAME BB RO R — R AR 2 A . — AN B TR — N P IR S
GERE, putBRfE— ARG, R HII BT R getiR A

HEXAMEBCR GRS 2 AFE T, HEATE FIPut A E b B R E S WA A RRHE 1, B E 2SS 80ut0fMemory. —ANEITTE N 1T
A EHIPLZEIRegionServer £33N E HIfil R GCEEAE, Wil st ALz 2Z . (AT 1 R W 2T 5 FH 1 N AEAS BT GCRAT J Lk B
%fﬁ%@ﬂ&ﬁ’ﬂ)c — Bt G, SRR SRR, FUAFTE MR X AN region G RASZRE . XREwh 216 BAERE, IR T
XA 7]

.6.3. RINAHLER I &

Hbase§ —/MEHMIRTFIIACE , XFERT LLISELERTA A8 L. iR E & KA EAER -Hbased 8GE# B KJheap, T K
G TR FBIUR TODO. (Bedrid: JESC B o ik, ¥)

6.4. LZ0 JE4H
PRET LA RS A I Lzo B 40, X ANRI LACAEAE AL, IF ELE R 2 UL T o AR AP AE

Hbases&Apache B, TMLZOZGPLAIHML . Hbase NEE HAITLZ0, HIELZOFE BAE L HiHbase i %%%. &I L20 R4/
7 i fEHbase 4§ FHLZ0

— AR GE, FPE IR ILZ0MIN R, HRHA L, B RESEAIMERKIN %, MAiT8E 7120/
Hifik. 1E0.90. ORRA LG, FATLIBITRIG, EUATRAR, R b — gL,

EAEABERZ N Appendix B, HBase ' [FI[E4g .

.6.5. HH KMJ Regions

B KHIRegion ] DMEAREERE L HIRegionfI MR — kT, B MRegionn] DME/REIERIZITHE IR Y. (RATLLEC
BERS T oK KRegionI#], XKL A A Region RSB A AEEEREE 2T 8 1) o BRATE B N B Region & 256MB. 47 H] L%
BNIG. A A NFHE KR, AEEH L., AL hbase-site. xnl ] hbase. hregion. max. filesize /@M.

6.6. &H Splitting

B T ikHbase [ ZE)EI R KRegion, AR AT LATFEEIE] .  [L2) BEEBURRIORIK, splite R BFEhiT . W FoAR 5T i Pkl
TEA )L region, AN (Al debug B MOAME, IRFEFINVIHF]. 8T EREF HEKRK T ffregion 110 B RMEN), FNALLE
AMEMVIEIFE 144 . data offlineing bugflREE Kregion ik REAH 185, TR — Hlog BNE StoreFilel T —N&F1%
Hbug, HbaseWHAPATE . HE|—KZJG, WA RIIXA W, /80T UHHIRITE Pregions FIFBANNHE R —FE, IXFRARELRT LA
restored(HreplayiX e . (RIEAT LRMRARAI G IR, BB RSN, MERIEEK, RBE5 $8split /
?gactionﬁﬁﬁ/‘ﬁéﬁo F AR firegion®l R ZEAZ K. FAFHVIE, IRk A H AT & I & JERIEEE, BKI0
o

P aF A B shsplithe? KA E B spliteARCE SCHH ) hbase. hregion. max. filesize PEM.  IRIE B E K
TLong. MAX VALUEZR NHEF ML, BRI T F LUEIEA . HEERMBUEZ B E 1006, —HBEXFHIME, B0FE—

AN/NIFHAT major compactions.

WAt 2 R fEpre-splite regionsfENE. XA MRE TIRIIM AT T IR EEMKRIITLE, HindE 4 server104
pre-splite regions. RJGIEN A ZEEHEIE K. KD HMregionE /DAL, RATLLZ G Frolling split. —MNEEZH
R RXMARIIR TR regionF iR K storefile. FHHIRAIIGE R, EMBRIEE . RATECSR AN SO L08R
B, FH— 52 B IR R F S tore & FFIE BV (compact selection algorithm) RAX A FFIX—MHStore. WIRIRAXFE
M, XANFEELES) A major compactions, fRZregionssZHIFEMT, REERSPIEIIZIT, TEFEBIE, XKL
G IHRE R IE R, A RT3 BHERIE R E R .

AR pre-split $8 regions 1R/, #RAJ LLiE S At B HConstants. MAJOR COMPACTION PERIODF/RHmajor compactionZ#ifil K

R ARIBAEEE AR K, T LMEForg. apache. hadoop. hbase. util. RegionSplitter JHIAPHATEFFF 4 EB RN —ANMILR 1022411
rolling split#fE.

7. EFHbaseFERE IR P i BC B A K R

A NHbaselMaster i Al B84, BTG % 7 i 75 2177 1] ZooKeeper SR AFAFIAE M B o ZooKeeper & {RAFIXUEAE . PRI F i 4
kNG Zookeeper EREMHME, THNMA TAEMFR . BH X AMHIEFE hbase-site. xnl BT, %755 A LA CLASSPATHER H X
A

R RS — AN IDESRIZ 1T Hbase % F i, VRFE B ¥ cont /AR classpath, IXFE hbase-site. xnl HEA LAFRE] T, (BLEHE
hbase-site. xmlf{F| src/test/resources, IXFEIMER I AT LIE ) .

Hbase & F' i fie /MU #K i & hbase, hadoop, log4j, commons—logging, commons-lang, FI ZooKeeper , iX%&jars 7&ZEfE
fE cLasspatH HhFRE].

Fﬁ%*’[‘%j&ﬂ‘]‘ﬁﬁﬁiﬁ hbase-site. xml Wﬂ%

<{?xml version="1.0"?>
<{?xml-stylesheet type="text/xsl” href="configuration.xsl”?>
{configuration>
<{property>
<{name>hbase. zookeeper. quorum</name>
<value>examplel, example2, example3</value>
{description>The directory shared by region servers.
</description>
{/property>
{/configuration>

7.1. Java% )il B

www. yankay. com/wp—content/hbase/book. html
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Java%ﬂﬂfqiiﬁuhbase*site4 xml [RIN 21

JavaZ A F RO BC B S B g W £ — M HBaseConfiguration SEf|th. HBaseConfigurationfi —ANT.) J7i%,
HBaseConfiguration. create () ;, IBATIXAN LM%, M2 F2cLASSPATH, F$Rhbase-site. xml, SeAth RIS — N & SCLEFIW

Ko (iX/[\jj?ij)’z%'i‘ﬁzhham*defau]tAxm] ; hbase. X. XAX.jarfﬂfﬁfEAﬁ /l\an hbase-default. xml). T{iﬁﬁﬁ:rjhbnw*
site. xml SCAF ELEE I JavafRESVE NI B AR S 2 v LUK . lin, el U R 7 Uik B ZooKeeper (G 5, R ELXFEAL:

Configuration config = HBaseConfiguration. create();
config. set ("hbase. zookeeper. quorum”, “localhost”); // Here we are running zookeeper locally

WA £ ZooKeepersifil, RATLMEFESFIK. (HifffEnbase-site. xnl XHHIF—HE) . XA configuration SLH| &L
F| HTable, ZZEMsfy) B 2.

[10] Be careful editing XML. Make sure you close all elements. Run your file through xmllint or similar to
ensure well-formedness of your document after an edit session.

[LL] %0, Section B.2. “ hbase.regionserver.codecs ” ] LB FIZETLI0ZSE I BAR(S B, T8 BRI 35 200K

(12 What follows is taken from the javadoc at the head of the org. apache. hadoop. hbase.util. RegionSplitter tool
added to HBase post—0.90.0 release.

Chapter 4. The HBase Shell
Table of Contents

4.1, A
4.2. Shell 17

4.2. 1. irbrc
4.2.2. 10G It [R5 46
4.2.3. Debu

Hbase Shell is 7E(D) Ruby[fJIRBIJZERS F N |- T HBasefidr 4o AFAT/R AT LAYE IRBE ¥ S 15 #8 0] 7E EHbase Shell i,
YRAT LLIX FE K2 fTHBase Shell:

$ ./bin/hbase shell

BN help HiexiR[pIShellf¥Ifin & FIRAILI . A LG FH7EHe Ip AL R E IS T AT i AR R AE . SCHEE R R RS,
17, B IEN S5 .

Z W, Section 1.2.3, “Shell #i>]” W LA FShel 13 AALE A4+,

4. 1. A
R, T EHbaselhin B3t 2EREREURAN « ofOMIA. TRUSITRMA, ik

$ ./bin/hbase org. jruby.Main PATH_TO SCRIPT
ALY

4.2. Shell i1y
4.2.1. irbre

A PATE/R H S ffHome H & F AN —AN. irbreSCHF. FEXASCHEEINANHE L4 A MEHMGAHURILRGS S, X
FERAE O] AR & PR A7 RSk

$ more . irbrc

require ~irb/ext/save- hmtory

IRB. conf [ :SAVE_HISTORY] =

IRB. conf [:HISTORY FILE] = #{E\IV[’ HOME’ ]} /. irb-save-history”

ALAZ L ruby kT . irvbre HISCRYRZESI W Z RIS T IRBRIELE J7ik.
4.2.2. LOG I |A) %%
Al LU H I 08/08/16 20:56:29° Mhbase log FE#ipi— timestamp, EAEHITF:

hbase (main) :021:0> import java.text.SimpleDateFormat
hbase (main) :022:0> import java.text.ParsePosition
hbase (main) :023:0> SimpleDateFormat. new (“yy/MM/dd HH:mm:ss”).parse ("08/08/16 20:56:29”, ParsePosition.new(0)).getTime

AT DA I R A

hbase (main) :021:0> import java.util.Date
hbase (main) :022:0> Date. new(1218920189000). toString() => “Sat Aug 16 20:56:29 UTC 2008”

BB H A% NI Hbase loghg e A0, PTLAZ WK SimpleDateFormat.
4.2.3. Debug

www. yankay. com/wp—content/hbase/book. html 18/38
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4.2.3.1. Shell ¥J#t/fidebug izt

PRTT LAA shel 1 DIt debugitall. SXHEATLVE BB ZHEE. — Gl LIS B4R % Mstack trace:
hbase> debug <RETURN>

4.2.3.2. DEBUG log level
W EAEshel 1A F] DEBUG ZIH logging , WILMERANI RN E ~d S3

$ ./bin/hbase shell -d

Chapter 5. #J@& HBase

Table of Contents

5.1. %/ HBase release JIAZF| Apache’s Maven Repositor

5.1. ¥ —4> HBase release fIAZ| Apache’ s Maven Repository

AfLAZ%E AT Maven ArtifactsffEE. ZARLLFTE WA EME T, KEETEE Hnvn release plugin. HifRIR7EIZ
1Tmvn release:performZ Bifi AR IEM I SORA . X AIERE S, ZF 5 (HBASE HOME} N Hrelease. properties3C
4, SRJEATrelease: perform. » JRTGEmEE, XFEA GREAbFR A — AN IEMISNHIlE . (F#E: LM cloudera)

WRAREELT WA, 2 RONAR T B pom. xml B YRR ASR G N -sNAPsHOT .

INFO] Scanning for projects...

INFO] Searching repository for plugin with prefix: ’release’
INFO

INFO] Building HBase

LINFO] task-segment: [release:prepare] (aggregator-style)
INFO

INFO] [release:prepare {execution: default-cli}]

[INFO

ERROR] BUILD FAILURE

INFO

INFO] You don’ t have a SNAPSHOT project in the reactor projects list
INFO

INFO] For more information, run Maven with the —e switch
INFO

INFO] Total time: 3 seconds

[INFO] Finished at: Sat Mar 26 18:11:07 PDT 2011

INFO] Final Memory: 35M/423M

INFO

Chapter 6. Developers
Table of Contents

6.1. IDEs

6.1.1. Eclipse

6. 2. il
6.1. IDEs

6.1.1. Eclipse

Z: i, HBASE-3678 Add Eclipse-based Apache Formatter to HBase Wikiw®] LA Bl —eclipsefIk& ik sof:, v PAFEARAT S
oL R S base IR e XA issuell B & A [ Fl XA format ter 18 5 o

6.2. FICIR

BAEHbase # A IUnit 4. WIRIRA B — A B/MERIHDFS, ZooKeeper, HBase, i# MapReduce Wi, A LA
checkoutlBaseTestingUtility. Alex Baranau of Sematext [#/if [ /E4{#H ¥ HUBase Case-Study: Using
HBaseTestingUtility for Local Testing and Development (2010).

6.2.1. Mocito
ﬁlﬂﬁHﬂl}%{fiKﬁ'%”%ifjﬁﬁ/l\%géﬂﬁrunnmg server%ﬂ:i}ﬂﬂﬁﬁo Hﬂﬁﬂﬁgﬁﬁéﬁ‘org apache. hadoop. hbase. Server ifﬁﬂﬂqﬁ}fﬁjﬁ%‘ﬁf
fﬁ org. apache. hadoop. hbase. master. MasterServices h§r1ﬁﬁﬂ<£% org.apache.hadoop.hbase.master.HMasLer%@ﬂ@ﬁVﬁﬁ. tZEEﬁ%HEW<,
Tf’ﬁﬂu$%1§ﬁﬁ mocked Server i{ﬁﬂ H:Qﬂ

(32 7 < B e k)

Chapter 7. HBase #1 MapReduce
Table of Contents
¥R\ HBase MapReduce 4}##% (Splitter)

7.1.
7.2. HBase Input MapReduce f§i-¥
7.3. f#E—/MapReduce JobHijj ] HAth [{iBase Tables

www. yankay. com/wp—content/hbase/book. html
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7.4, TRMAT

J%F HBase Ml MapReduce¥f W, javadocs. “FTHIA&—LL N5 B SCRY.

7.1. BRI\ HBase MapReduce 73%E|%% (Splitter)

24 MapReduce jobffJHBase table {#ifHTablelnputFormat A%rdE % zNEImHE, fhfsplittera4yiX N table A& region—4
map. E, R —A table 100 region, HH 100 map-tasks, AT Escan® /> column families o

7.2. HBase Input MapReduce 7T

HAR [fiHBasefE yMapReducefsource, Job7 E ffi F{TableMapReduceUt i1 RAELE, W FHIKs. ..

Job job = ...;

Scan scan = new Scan();

scan. setCaching(500); // 1 is the default in Scan, which will be bad for MapReduce jobs
scan. setCacheBlocks (false) ;

// Now set other scan attrs

TableMapReduceUtil. initTableMapperJob (

tableName, // input HBase table name

scan, // Scan instance to control CF and attribute selection
MyMapper. class, // mapper

Text. class, // reducer key

LongWritable. class, // reducer value

job // job instance

... mapper 4k K T-TableMapper. . .

public class MyMapper extends TableMapper<Text, LongWritable> {

public void map (ImmutableBytesWritable row, Result value, Context context)
throws InterruptedException, IOException {

// process data for the row from the Result instance.

7.3. fE—"MapReduce JobH'ijjn H At [¥)HBase Tables

JRE B FIAESE oV —MHBase tableffy—/"MapReduce jobffJ4i N, HAthffiHbase tablen] LA 1 8 @ (KR4 Ui iHl . 151
W7E—/MMapReducef] jobH, A LATEMapperffsetup/7iEH Gl dHTable 24 o

public class MyMapper extends TableMapper<Text, LongWritable> {
private HTable myOtherTable;

@override
public void setup(Context context) {
myOtherTable = new HTable (“myOtherTable”) ;

7.4, TIMPRAT

T R £ X HBase fMapReduce  jobBITRMIHAT (speculative execution) jfb. XANThEEH AT LA A Job B RD B R 5
B XFTHEANERE, (A BUPAT ERE UG MIEE R XA RIRFTA 21,

Chapter 8. HBase HJ Schema il
Table of Contents

8.1. Schema fil

8.2. column families[{J# &

8.3. HUififii¥Row Kevs/Hf /74 (log)
8. 4. REf/Mbrowflcolumn(f] A/
8.5. i (A

B — A TNSQLEE FE L S E 48, No Relation: The Mixed Blessings of Non-Relational Databases. ###H&
—F.

8.1. Schema fillZ

] LA# FiHBaseAdmingl # Chapter 4, The HBase Shell MKAJEFI4i%EHbaself]schemas

8.2. column families[fI% &

I 7EHbase A GEIR IF IR b HE R Nk = /NP Efficolumn families, FiLAREIERAIcolumn families¥zm/b—LtL, HHI,
flushfflcompactionfffE 24— MRegion. ATLAY—A~column familyfE KEHHE IR % 251K —Aflush. AREEAAH R
column familiestdfT @47 flushiffE, REMATEAREZ/DHIE. Compactiontf/EIAEZIRYE—Ncolumn family T H4xHE
CAFEEMR R, ARG SR /MlE R . MR Z Hcolumn familiesfEflushfllcompactionty, 253 R £ ¥ FH11/011
I (AR A S, FEflushMlcompactionfE R 46— column family)

RELEARIIS AR EH —Column family. RAGRMFTA EHEAE R Ui —colunn family IR, BFLAGINEE = /NFISE =
Acolumn family. flG0, YRAFNcolumn family, (HARE RS2 U7 A —A, MDRASHA—ETT i .

8.3. HIAEMRow Keys/I FE#E (1og)
7ETom WhiteffJHadoop: The Definitive Guide—fiH, H— TR T —MEMERINE: E—MEHFP, —DNFAK
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PR —ZA3, Frllfclient# /LR —Pregion (2 — M), T —2)5, BT F—region. .. WFHFH T ¢
VR385 I i key 2 BGXRE Y 18] B, NS AT LAS: I TKad ) f#) 78 Eimonotonicallv_increasing values are bad. ffif]
T P key 244 A AT T I BHR AR BA 0)T, M EE—EPLEE o BT R8s an EeE (e.g. 1, 2, 3)IXFEM
keyo

IR AR T SN RIS B0 (A 1og) EllHbase s, A LA%: ) OpenTSDBHIM%: . At — AN T TH K Ffiik th i schema. OpenTSDBH
Key 4% 202 [metric_type] [event timestamp], E—%&, PLFHEY T AW timestampfikey MW, (HRAMI A tinestamp
TENkey I — RO E, HREA L THmetric typeslt 9805 & J10 83 & Pregion T .

8.4. REf/MbrowHlcolumnf) kKN

fEHbase™d, MHAEVEN—Ncel REAERGMFI, TEfi—cell, 75 % row, column namefltimestamp. BHFHH T, MR
Browflcolumn ) 44 FE 2 RN (FE 2 Hivalue I K/INEER) BiE, RATRESIE S| — g B, FliMarc Limotte 7E
HBASE-3551 (recommended!) IR EIIM AR . TEHbaselfIFF# LM Section 12.3.4.2, “StoreFile (HFile)” , H—AEKTI
FASR T fivalueBEALYT IR, (HAZVS A —Acel LFABPRELR AR KITE, & HHMBRKINAE, AR, BTl Eem
W, AL E N Kfiblock size, 48RRI LMEHE /NMfcolumn name

8.5.  FRAHIHS A

AT AR AR I #0E 2 HCo LlumnDescriptor W B, #~column family ] LB B, BRES. XA ELRAELEN,
fEChapter 11, FUBHARIGHIA, K AHbasefRASEEH —MEN, MMASERTEENS, MtimestampRX 4y TFHIIK
AEEPATmajor compactionflINHEMER . 3% KR A FIE AT CUAR 3 LA 10 B F 38 a2 o

Chapter 9. Metrics

Table of Contents

9.1. Metric %%

9.2. RegionServer Metrics

o

Sl S S il el el

hbase. regionserver. blockCacheCount

hbase. regionserver. blockCacheFree

hbase. regionserver. blockCacheHitRatio

hbase. regionserver. blockCacheSize

hbase. regionserver. compactionQueueSize

hbase. regionserver. fsReadlatency avg time

hbase. regionserver. fsReadLatency num ops

hbase. regionserver. fsSynclLatency avg time

. _hbase. regionserver. fsSynclatency num ops

. 10. hbase. regionserver. fsWriteLatency avg time

. 11. hbase.regionserver. fsWriteLatency num ops

. 12. hbase.regionserver. memstoreSizeMB

. 13. hbase. regionserver. regions

. 14. hbase.regionserver. requests

. 15. hbase. regionserver. storeFilelndexSizeMB

. 16. hbase.regionserver. stores

O[O |© L [© L |© |© L [© [L© [© [© O O[O O
0o 0o [0 0o (o 0o o o oo [t oo o o oo [t e
o

. 17. hbase.regionserver. storeFiles

9.1. Metric %%

Z 0, Metrics A PAFRTS—~enable Metrics emissionfJ#§5.

9.2. RegionServer Metrics
9.2.1. hbase.regionserver.blockCacheCount
MA7EHIBlock cache item¥fii. IXAMEAFRE A (HFiles) HIZEAF P KIBE .
9.2.2. hbase.regionserver.blockCacheFree
NAFF HIBlock cache memory Fl4x (Bf7 bytes).
9.2.3. hbase.regionserver.blockCacheHitRatio
Block cache #irsF3 (0 F] 100). TODO: ik *cacheBlocks=Ffalself % iXAMEFFF M
9.2.4. hbase.regionserver.blockCacheSize
WAFEHBlock cache K/N (FAfi bytes)
9.2.5. hbase.regionserver. compactionQueueSize
compact ionAFIIK AN, IXAME A 7 ZE#E AT compact ionffregion# H
9.2.6. hbase.regionserver. fsReadLatency avg time
SAFRGIEIR (ms). IXAMER T 2 EHDFS () SE 1R 16 7]
9.2.7. hbase.regionserver. fsReadLatency num ops

TODO
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9.2.8. hbase.regionserver. fsSyncLatency avg time
AR GFRIB IR (ns)

9.2.9. hbase.regionserver. fsSyncLatency num ops
TODO

9.2.10. hbase.regionserver. fsWritelLatency avg time
ARG EIER (ns)

9.2.11. hbase.regionserver. fsWritelLatency num ops
TODO

9.2.12. hbase.regionserver. memstoreSizeMB
T4 fiIRegionServer ffimemstore K/ (MB)

9.2.13. hbase.regionserver. regions
RegionServerfili4s Hiregions#ix

9.2.14. hbase.regionserver. requests

FEEEREEE . R AZTERegionServer FIRPCEE, Kt —RGet—MEM, —AHZEAFMIScanth 2 — MR, —AMiLE
loadf&—PHfile— MK o

9.2.15. hbase.regionserver. storeFilelndexSizeMB
BHiRegionServerffstorefileZ 5| (115 K/ (MB)
9.2.16. hbase.regionserver. stores

RegionServerF] Jff)stores¥im. —storesitM—"column family. #ltn, —NFEA3 N regionfEiXMRegionServer I, X
M—A column familyifi&1 3 M store.

9.2.17. hbase.regionserver. storeFiles

RegionServerT JFHIAEM S (HRile) $il . XAME—E K T4 TstorelI &

Chapter 10. BEEEREE W

Chapter 11. Zi#EfEsy

Table of Contents

11. 1. HESAIE]
11.2. e
11.3. #

11.4. 4T

11.5. Column Family
11.6. Cells

11.7. fA

11.7.1. Hbase[#4E (08 fAEAE)
11.7.2. 34 K ER 1]

R UL, SR & PLR 7 A EHbase A0 1 . A2 BRAT FZIRI R, i LARIFE NS T3 —>column familyfy. 47
FIFIAE SRR Z Fcell, cel LRERMUARTT . cel LKA RAT] 4 E1 17T 54

Kifrow key W& — By A, JrUMEMARTGHA LIRS, ReR T/ REELT . HbaselI& R EkeyHF B, HFTT
AT B AR AR L A T ey

11.1. MESAE

‘FE ;E'ETETEBigTable l@ifﬁﬁﬂ’f@ﬂﬁﬁ"]’wu%o ﬁg/l\%jﬂwebtableﬂgﬁy @,/H\Wj/l\column family; contents%uanchor.?’fi‘z/]\ﬁﬂ
?‘%ﬁy anchorﬁﬁ/l\ﬁﬂ (anchor:cssnsi.com, anchor:my. look. ca)y contents1Xﬁ~§|J(contents:html)

LIEZ

— N4 Eficolunn familyATZiMqual ifier@E M. Bli%contents:htmlEcolumn family contents/il
B5 (G)hn qualifier htmlZHAKAT.

Table 11.1. ﬁ webtable

||Row Key ||Time Stamp“ColumnFamily contents “ColumnFamily anchor l

”com. cnn. WWW”H‘EQ H anchor:cnnsi. com = “CNN”

www. yankay. com/wp—content/hbase/book. html 22/38
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”com. cnn. www” ||t8 anchor :my. look. ca = “CNN. com”
”com. cnn. www”||t6 contents:html = “<html>...”
”com. cnn. www”|[t5 contents:html = “<html>...”
”com. cnn. www”|[t3 contents:html = “<html>...”

11.2. E K

RETEMESE LR, o7 HE e — MRsAT IS . EAEYE L, ErEX S colum family f#641. #ifcolumnsh]
PIARZ T A B E I —Ncolumn family.

Table 11.2. ColumnFamily anchor

|Row Key ”Time Stamp”Column Family anchor

”com. cnn. www”|[t9 anchor:cnnsi. com = “CNN”

> - - >
com. cnn. www ||t8 anchor:my. look.ca = ~CNN. com

Table 11.3. ColumnFamily contents

Row Key ||Time Stamp”ColumnFamily “contents:”
”com. cnn. www”|[t6 contents:html = “<html>...”
”com. cnn. www”|[t5 contents:html = “<html>...”
”com. cnn. WWW”| t3 |contents:htm1 = "<htmld. .7 ‘

EARERIN R LTS E 2 Hee ITEY I ERAAHN, FOARAR A LI . FIE — MG ROAEIRI s [H]
Mcontents:html, MMIEERBR T ALY, FHiERAZRI OB F] Fanchor tmy. Took. ca, ZEHAEZS . HIE, WA AHHAR ],
W2 IR B RN [ (4T, SRR ER 2R Bl 40, AnSRAE SR OAFRE row key 9" com. cnn. www”, A TR WIS RIBLKIE, 153D
B’\Jéﬁ%%w?ﬂﬁcontents:html. tQ—FEﬁ]anchor:cnnsi. com*ﬂtS—Fanchor:my. look. cao

11.3. %
FSETE schema 5 B [T 4% 72 LI

11.4. 417
row key AT EIFWEM . TR HAT KB SAAEER PN — N2 IR bR R B MR e 4 e
11.5. Column Family
{fHbasefEcolumn family —Y8%f)5ES. —Acolumn familyFTE I R &HEMHFEMAIZ. LN, Flcourses:history
courses:math#fj& column family coursesffiii. B5 (:) f&column familyI4rBa5T, FISRX RIZEA5144 . column AL
TUERTENR 255, FIF s (FRqualify), il AXAE R HA MR . column family %ZR7ERE LAV . column
MATRET, BEEAT LU,

EPHE E, — A columnn familylRTECIHFRG FHGEAAETE— S PN E S K column fami 1yl i), IXHk =Rk
%, —Acolimn familyMIFTA B 12 FHAE R 0 5 =05 1) 16

11.6. Cells

A {row, column, version} JGZHHL/Z—PHbaseF[I— cello Cell N AT A ENH 7T $4H .

11.7. BA

—A {row, column, version} JGZHAHbaseHfj—Acell . (HREE A HESEIRZE Kcellffrowlcolumn MY, AT LMEH
versionk X AN A fcell.

rowsflcolumn key#&H F AR R, versionlfEH —MRKEBEMEIR., X longMEER java. util. Date. getTime ) HiE
System. currentTimeMillis O =4 HT. ﬁ?ﬁ%ﬁ%%{mﬁq/ﬁ\i% “CUFTIRIAI1970-01-01 UTCHI[a) 2, HfiZfb, 7

tEHbaseth, MRACRBBFFHERIN, BRI SR IURA ORI R, B R HR B B IR A -
1 NS RET Ribase ) coll B . — N LA LR -
o WMREEZAMOERASEREFN KL, Hbases (fA7F4 ISR S REEH—4 (1)
o TR S AR S B, (LA AT R A IR AT 5 ML A 2 iy L14)
T8 T tEHbase AR AR AT TR, 15,
11.7. 1. Hbasef#fE (L& AHEALE)

TEIX — H A RAF 41 F EHbase &A™ 3 B4R AE P AR 2] T A4 EH .
www. yankay. com/wp—content/hbase/book. html 23/38
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11.

11.

11.

HBase B 77 3CAY
7.1.1. Get/Scan

GetsSEAEScanfFEAE SR, T ATEANS: WL NI e Get [RIFERT AR Scanskfiik.
I
=

EOANEOL, WRARE A IR ERRA, ARG ot BRAE RN %, 2R EHRIERAKICe11 (iZCel LH] BEAHulT 5 A, (EARESR
W) o BRI AR AT B AR T

o U AR ELR (R A FAN DL_E IR, 2 W.Get. setMaxVersions ()
o HIRAHTERFIFRAN R ZRIER], 20 Get. setTimeRange

) 75 ) R B AR AR BN T B T 48 58 (I AMEL, X kA 44 10 5ol RO AT DA —ANid 1A . AT DA FHO
FRAEE I SR E, K Einax versions B AL

L7120 BRI Get fi 1

T RIGe t Bl & RO K — AR

Get get = new Get (Bytes. toBytes (“rowl”));
Result r = htable. get (get) ;
byte[] b = r.getValue(Bytes. toBytes(“cf”), Bytes.toBytes(“attr”)); // returns current version of value

7.1.3. A MRAIGe t ]+
R TH I Ge VB SRR IR I 3 RAR

Get get = new Get (Bytes. toBytes (“rowl”)) ;

get. setMaxVersions(3); // will return last 3 versions of row

Result r = htable. get(get);

byte[] b = r.getValue (Bytes. toBytes(“cf”), Bytes.toBytes(“attr”)); // returns current version of value
List<KeyValue> kv = r.getColumn(Bytes. toBytes(“cf”), Bytes.toBytes(“attr”)); // returns all versions of this column

7.1.4. Put

—ANPutiRAE S —Meell, BIEE—ARAS, BRAEH S ATH B, R B OO B R B X R A R LT )5
B RuE ARk, RERREAE M Longd.

BARE S N UE N, HERE R B row, columnFHIRRAS D62 5E 4 AH % o

11.7. 1.4, 1. NI AK G T

TH MPut B EARTRBINA, BT UAHbase s FY 24 i I IR A A .

Put put = new Put (Bytes. toBytes (row));
put. add (Bytes. toBytes(“cf”), Bytes. toBytes(“attrl”), Bytes. toBytes( data));
htable. put (put) ;

11.7.1.4. 2. fRHRMAK BT

NI IPut AR, FRITRRAS

Put put = new Put( Bytes. toBytes (row ));

long explicitTimeInMs = 555; // just an example

put. add (Bytes. toBytes(“cf”), Bytes. toBytes(“attrl”), explicitTimeInMs, Bytes. toBytes(data));
htable. put (put) ;

11.7.1.5. Delete

11.

11.

AR AT deletetRIEIIE, A MM T A e ZMBR FARA.
o JHBRFTA LL AT R R
o JHBRFEE HIARAS o

— AR ERAE T LANBR —47, AR —Acolunn family, SEFAAUMER—column. Rt LUMBRIE BT —MhRA. #R
BeATEY, BT T ZMBR 2 (0] AR A

IER SR B SCBUR B — N MBRERC . B, TATVEZMER—MRA, BB currentTimeMilliso BURRE “MIEREHLIXAS
RS LT AR . Hbase AN ox O HOH ,  HOHE AR 23 BT ST b B o A PRV Bt b i B i g L1603 ion
T8 RS LB P ORI, R X AT T B A

7.2, LA YRR H

KFRAEE —Lbug (FE TR NARLBBITIEE) , THRITE FAARA S

7.2. 1. MIERFRIEEMPuts

BRFFICERAETT e 2710 2 JEput %R . D) BEMREZNLE, U5 T AMHBARCE, 2 F—najor compactionif
BRI, EAMMEBRREA SE K. BE—T, JER5 T —MHERSE- “HBRFTE << B TREE” « B2E, RXPIT
T—/NPut#fE, JRAC= To EFELEXANPut RAETEMIR 2 5, SR BT MER R, XAPutIH AL R, (HE

R BRI R MREEA TEM. RA— 1 najor compactionf TR, —UIASWMEIER . WRIRIIPutilE— B
TP IR, XAMERGIA SR A ER WA TR IR, Rk S,

11.7.2.2. Major compactions 787145 R

“BAT, AR Deel TH =AARALL, t281t3. fRfmaxinun-versioni B A2, HIRUT R A EARA KI5, W iR 0Py

www. yankay. com/wp—content/hbase/book. html
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A, t2fe3. R IRE2AI3MIGR, MiosiREltl, HERWMBEMBRZ AT, K4 Tmajor compactionffffE, HAAfHEALFIR
[y, [181»

L3 B, A B A2 AT AR
[14] B

[15] See HBASE-2406 for discussion of HBase versions. Bending time in HBase makes for a good read on the
version, or time, dimension in HBase. It has more detail on versioning than is provided here. As of this
writing, the limiitation Overwriting values at existing timestamps mentioned in the article no longer holds in
HBase. This section is basically a synopsis of this article by Bruno Dumon.

(6] MHhasedh 4T —VKkmajor compaction, FRICHNER I HE L1 SCBRIGMER, MERFRIT 21 .
[17) HBASE-2256

(18] See Garbage Collection in Bending time in HBase

Chapter 12. Z&¥y

12.

12.

Table of Contents
12. 1. 1 Vit

12.1. 1. %
12. 1. 2. ‘SEEap At a1

12. 2. Daemons

12.2.1. Master
12.2.2. RegionServer

12. 3. Regions

12.3.1. Regionk/h
12.3.2. Region Splits

12. 3. 3. Regionfi#k5ff
12.3.4. Store

12.4. Write Ahead Log (WAL)

12.4.1. HIE
12.4.2. WAL Flushing
12.4.3. WAL Splitting

HbaseZ% i i) HTable2$ 41 37 SR AHMN U RegionServers AL TR T . e S EE#) . META. 1 -ro0T HEFR. ARG HHiEregion
FIfiE. EMBITHEENXE)E, ErimeEE KRN region(FMEidmaster) , KRGS IHER, XE(ERSEZAER
Jsi, RPERA AR —MERMEE — T R AregionC &K JRE W] Zmaster load balanceB#RegionServer
W), BB SEBEATIEASR, Y BTN BE L.

BB EAE R4 HHBaseAdmin K AR 1Y

1.1, &

FRTERENIERESE, 2 WSection 3.7, “HEf

HTable AL TR 224 Ei# FH [§]—HBaseConfigurationSefi i) @HTable S . X FEA] LLILFEZooKeeper flsocket T2
Wilo N, HAFIXFE:

HBaseConfiguration conf = HBaseConfiguration.create();
HTable tablel = new HTable(conf, “myTable”)
HTable table2 = new HTable(conf, “myTable”);

A I

HBaseConfiguration confl = HBaseConflguratlon create() ;
HTable tablel = new HTable(confl, “myTable”)
HBaseConfiguration conf2 = HBasoConflguratlon create();
HTable table2 = new HTable(conf2, “myTable”)

W RARAESNIE 1B £ 111 9% FHbase& F iiiconnection A1, AT LAZ:HE:  HConnectionManager.

12.1.2. Bt s 1E

Zi M THTabled [ Section 13.6.1, “AutoFlush” , Put¥E{ES7ES G H M % [ARegionServer K iE K . BRINTEIL
T, SZEMIE2MB. fEHtable i E T Z 1T, B MHcloseO, flushCommits O FAFE, XFEESEMHASER,

LR BT AR AR ] putiliDeleteFUHLEERAE, WIS HHtabled Hbatch TV,

12.1.3. Filters

www. yankay. com/wp—content/hbase/book. html
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Get Ml ScanSZflnl MEF filters, XA EERIERIZITERegionServer L,

12. 2. Daemons
12.2.1. Master

12.2.2. RegionServer

12.3. Regions
AR F AT P iJFRegions.
Note
Regions/ H%MColumn FamilyfJStoreZ i,
12.3.1. Regionk/p
Regionf K/ —ANERF M8, FEEZERW T IANFEER.
o Regions & ] FH P43 A 2 A e FE A B AT

o HBaseiliid ¥iregionV) i EF ZHLas LB A, At R UL, IRWEF16GBHIEHE, R 724 region, HEHF
206048, HISEMIEN T .

o region#l H RZ it ltEae T, BIEHUARIIFZ 1. (BT RN, 700 regiontt3000#4F .

o regionB H KDl WikG i R, FRIFTRES . BRI BESBUS IS i KRR A4, ARE—A1078
R Hbas e BEHE T N 200MBIIEHE, RE /AU mitidlefd,

o RegionServerd1/4 regionfll10  region K 5| FFHE M NIFEKE KZHIER.

IR EBRARIBCE, o] DTSR BN — 5 (B 2 split R regiondl B BRI ERET) o IR cel 1HIA/NEE
5K (100KBERTE K) ,  #iml DAEregion K N EI16B.

12.3.2. Region Splits
RegionServerfISplitsfE/ERAT I, F AMaster NeS5H A, RegionServert)#lregionflI 2, ol i%region M2k,
RIGVIE], K H FregionfI ANBILEEH, FRRHMAATMAZIEA M RegionServerd, & /JFil HiMaster. 2 M.Section 3.6.6,
“HEF Splitting” KFBNEERYIRRLE.
12.3.3. Regionf#y s

HUEAEMregionfEREATHARKII A%, Hbase2xEHIPAT —Mload balance. fheriiFzzhregionBEATHEREM 11 LIHT . W LKL
BB AT I 1) AR .

12.3.4. Store
—/NStorefl % T —A \MemStoref1#r T StoreFile (HFile). —AStore®] LLEAL B —column familyH H—" region.
12.3.4.1. MemStore

MemStores &StoreH [N f£Store, N LTS SERIE . Bk A EKeyValues, HflushffE, A Mimemstores A s,
WIETHET . EPITHIRIIS%, Hbase kSR IUBIUEIE, A7 Ememstored AT, EHIPLHE 5EL.

12.3.4.2. StoreFile (HFile)

12.3.4.2.1. HFile Format

hfileSCfF4% 23 TBiglable [2006]183CH1[¥ISSTable. @ fEHadoop¥tfile kT (B T tFileft) STl A L 45 T
H) . Schubert Zhang sHIf#%HFile: A Block-Indexed File Format to Store Sorted Kev-Value PairsVE4H/T48 [ Hbases
Mhfile. Matteo Bertozzitifil 7 A/ 4HHBase 1/0: HFile.

12.3.4.2.2. HFileTL J

FARE Bhfile NI CAILIA, 0] LIAE FHorg. apache. hadoop. hbase. io. hfile. HFile 1.5, AJLLIXFER:

$ $ {HBASE_HOME} /bin/hbase org. apache. hadoop. hbase. io. hfile.HFile
Wi, YRAEE SCHE ndfs://10.81. 47. 41:9000/hbase/TEST/1418428042/DSMP/4759508618286845475 I N 2%, BRHUAT I N B4
$ $ (HBASE_HOME} /bin/hbase org. apache. hadoop. hbase. io. hfile. HFile —v ~f hdfs://10.81.47.41:9000/hbase/TEST/1418428042/DSMP/47595086182868
WRAIRBEA TNV, UL AEE 2] —hfile L EME S . A ThAERI T AR 1 SRS o
12.3.4.3. JE4
AP R4 - minor Mma jor. minor TRAA I H 2K KA/ NI RIS B SCF & FF I — A Ko Minor A MBRHT_EMBRARICE]
AR, ARSI EIE, Major K46 MRS I EEE . A LemHEninor R4A &4 — M store AU R4, SEPr
XA A A B R — A major R4 . X T — A minor E4E 2 WA FEAEY, FILAZ Mascii diagram in the Store source

code.

TEPAT— M major KA 2 J&, — A store ReH —Asotrefile, BH N FIXFETLIRIEMERE. ¥R major R4HIG &K store
FEdEAES, £ NMBRKMRGET, X MEERRGN. FrERM RS T, W% 4~ H A Section 3.6.6,  “FH
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Splitting” o

12.4. Write Ahead Log (WAL)

12.4.1. HK
A PRegionServer2x 45 ¥ (Puts, Deletes) ZGidzFWrite Ahead LogHt (WAL), #RJ5¥4H 58 #7ESection 12.3.4
“Store” ffjSection 12.3.4.1, “MemStore” H[f. XFEHLIRIE T HbaseH IS RIAIFEME . R BEAEWAL, HRegionServer s 2K
BB, MemStoreiti% A flush, StoreFilelt& A {RfF, FEHieE K. Hlog ZHbasef]—MWALSEHL, —MRegionServerfi—
HLog =4«
WAL fRAFAEHDFS [ /hbase/. logs/ BT, &4 region—A31F.
BAEFTETE ZE L, ATLAU R 43 TR} Write—Ahead Log FJSCE.

12.4.2. WAL Flushing

TODO (describe).

12.4.3. WAL Splitting

12.4.3.1. MRegionServer 5 M5, Wfiik =
TODO

12.4.3.2. hbase.hlog.split.skip.errors

RN EN true, TEspl itPAT R EFME(TE IR S HOCT, A WAL ## 3 FlHbase rootdir H X F M. corrupt H3, #%
EHATUTE . WIRE N ralse, BHWIH, splitsidgtai, 19

12.4.3.3. R —/NKRAEAYRegionServers’ WALs 2 #|H & [KEOFExceptions &
QERIRAAE 53 B0 H & 5 & A2EOF, B /Ehbase. hlog. split. skip. errorsiE A false, FATHEZFIATAI . —MEOFLKAEE—

7171 Log, fHLogH /e — TN RE 7 —PifF 1k 7o WRAELI S RE P R AE TEOF, ATIEARELAH, FRixA
SO BB B — NS, [20)

[19] See HBASE-2958 When hbase. hlog. split. skip. errors is set to false, we fail the split but thats it. We need
to do more than just fail split if this flag is set.

[20) mipgsniE?sE50i0, % W HBASE-2643 Figure how to deal with eof splitting logs

Chapter 13. B AL

Table of Contents

13.1. Java
13. 1. 1. IRl AllBase
13.2. filH
13.2. 1. Regionsf#H
13.2.2. EHIE4
13.2.3. JR4i
13. 2. 4. hbase. regionserver. handler. count
13.2.5. hfile.block. cache.size
13.2. 6. hbase. regionserver. global. memstore. upperLimit
13.2. 7. hbase. regionserver. global. memstore. lowerLimit
13. 2. 8. hbase. hstore.blockingStoreFiles
13.2.9. hbase. hregion. memstore. block. multiplier

13.3. Column Families(K%k H
13 4 é"iﬂ';é%
13.5. fitHloading

13.5.1. Tablefi]#: Fhifil#Regions
13. 6. HBaseZ )i

13.6.1. AutoFlush

13.6.2. Scan Caching
13.6.3. Scan JEMEEFE
13.6.4. [ ResultScanners
13.6.5. HhegiE

13.6.6. Row Kevsffakfhitl

AL wiki Performance Tuningf. XANSCAGYF 1 —Le ERAGMAMERERI 77 - RAM, 46, JVM WE, 54%. RE, "L
BE THBF AN

FTIFRPC-1level HiE

fERegionServerf] FFRPC-1evel (] H H X TR E IR B IR . —HFITTF, HEKBEM L. FrUAEEK
BT, HEEE—/NBATIE]. EAH J5 FRPC-1evel NERTT, AT LA#iHRegionServer UlfiifiLog Level. ¥4
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org. apache. hadoop. ipc E4J H é{é&%ﬂji&y\jDEBUGo ﬁ}i)ﬁtail RegionServerE‘J H Ajm:n i 1'?%“?0

TR, A EHEHERRIBCA RO T LA T

13.1. Java

13. 1. 1. hRic&EfilBase

13.1.1. 1. KBGO i
TEIXNPPT Avoiding Full GCs with MemStore—Local Allocation Buffers, Todd LipcondtiiR %1 fEHbase & W EI P Flistop—
the-worldfIGCH:AE, JUH ZTEloading M k. —Fh/2CMSHRI AR L (B : CMS & —FGCIIELIE) , 7 —FhR & — A
FSEHn. BEAEEME R, HEECMSHATIIR A$EaTstaT bl T, ﬂﬂ)\*XX:C.\/ISIniLiatingOccupancyFracLion?%{, S
AL LA R60%FNT0% I Uf GX/ME A RARAC, filuk FIGCIR B2, THFERICPUR [AIFERRKC) . BEAE A1 88 %, ToddAT

—ANTEG MR DIRE, fEHbase 0. 90. xHHIXAN R B HITEE 1 (FE0. 92. xHp, EXARBUATD) , KR IContiguration
ffJhbase. hregion. memstore. mslab. enabled B B Ntrue. VELH(EE, A LLFHIXPPT.

13.2. ME
Z:W.Section 3.6, “HEFNALE" .
13.2.1. RegionsM#H
HbaseH regionfI% H ol LARHESection 3.6.5, “H KM Regions” A% tHWJLAZ L Section 12.3.1, “Regionk/)M”

13.2.2. EHIEYE
TR RS, IRFEH B R4 3
13.2.3. L4
AP I RS T A Ecolumn fami 1y ¥)5E P HISection 3.6.4,  “170 JR4E” 2 FMIE4H.

13.2.4. hbase.regionserver. handler. count

Zfﬂhbase. regionserver. handler. count. iX/l‘%%ﬁIEﬁZIKJDTi%&E*/[‘RegsionServer'ﬂJ‘U[ﬂﬂﬂtﬁi‘fi%&[\%ﬁ?o ﬂﬂ%fﬁﬁ"}j(%, ﬁ
kST AR AN OE RORAR, RSB EE, AR fRA] AT IFRPC-Tevel HEBiLog, RUERT TARKISERAT AMH
FEAIER . (FRASIEZESTHENAR)

13.2.5. hfile.block.cache.size

ZSD_IL hfile.block. cache. size. Xﬂ‘?RegionServerﬁﬁ%E’\JV»H?i&ﬁo

13.2.6. hbase.regionserver. global. memstore. upperLimit

Z: M, hbase. regionserver. global. memstore. upperLimit. XN PIEE EHERegionServer ) f ki E .

13.2.7. hbase.regionserver. global.memstore. lowerLimit

ZSW_A hbase. regionserver. global. memstore. lowerLimit. ﬁ&m@i&ﬁ%*EﬁRegionServerE@%’%%ﬂéiﬁﬁo

13.2.8. hbase.hstore.blockingStoreFiles

2 Whbase. hstore. blockingStoreFiles. UIHfERegionServerffLogdblock, $& 5 X AME &G B .

13.2.9. hbase.hregion.memstore.block. multiplier

%%W_‘ hbase. hregion. memstore. block. multiplier. tﬂ%ﬁ/@ﬂgﬁ}‘jR/\My Ti%l%izﬁ\{ﬁc

13.3. Column Familiesf1%xH

2, Section 8.2, “ column familiesf¥&E ” .

13. 4. s RE
WRAREIBHE S 2F— A region5 . ] LEEH TN FHHE X—%F.

13.5. flkELoading
WRALIE, REMFHAMESALE, 21 Bulk Loads. BN EHANER FHAINE.
13.5.1. Tablefgd: 7if]&ERegions

B UL FHbaseflZTable 28 i —Pregion. HPUTHEE SN, BWEITAKclientZ S ANX Mregion, HEX A regioni il
Ko UETHH, —MEARSHES NIRRT, 2B Mregion. BIFMRT MR, FNE L Mregions ksl
TEERIEARERE . TR — D IE EregionIFF.  (ER: AT B FEMRYE R H Fkey AT . ) -

public static boolean createTable (HHBaseAdmin admin, HTableDescriptor table, byte[][] splits)
throws I0Exception {
try {
admin. createTable( table, splits );
return true;
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} catch (Tab]cFmst@Fxcoptlon e) |
logger. info(“table ” + table. geL\ameAsSLrlng() +
// the table already exists.
return false;
}
}

public static byte[][] getHexSplits(String startKey, String endKey, int numRegions) {
byte[J[] splits = new byte[numRegions-1][];
BigInteger lowestKey = new Biglnteger(startKey, 16);
Biglnteger highestKey = new Biglnteger (endKey, 16);
Biglnteger range = highestKey. subtract (lowestKey) ;
Biglnteger regionlncrement = range.divide (Biglnteger. valueOf (numRegions)) ;
lowestKey = lowestKey. add (regionlncrement) ;
for(int i=0; i < numRegions—1;i++)
BigInteger key = lowestKey.add(regionIncrement. multiply (BigInteger. valueOf (i)));
byte[] b = String. format ("%016x”, key).getBytes();
splits[i] = b;

”

already exists”);

return splits;

13. 6. HBaseZ% J! i
13.6.1. AutoFlush

MARIAT K ERIPut FERHE, R RFHTableffsetAutoF lush/g X HE M« BNAIE, FHAT— P Putst ZAERegionServer &
ﬁ/\lﬁ;k i#id htable.add(Put) Al htable.add( <List> l’ut)j{J@PutﬂSj}ﬂ%”'ﬁ%?‘:}]qﬂo IR autoFlush = false, FEEEZFEZE M
ERBLHE A 2 RS R . B RN K, ATCA I flushCommitso 7EHTable S FIEAT Miclose B &K

EflushCommits

13.6.2. Scan Caching

R Hbase 174 N JF /& —"MapReduce Job, ZEEMiRIIAIScanfsetCaching(HE HLERAEOZ K . i FH BRIME L Z Wk & map—task
B —A{TH 45K — TFregion—server. A LAEIXAME B A500, XFEFLTT LA— AL HI5004T o 244RIX 2 5 SR i, 3 K H)
1B 2[RI T #6577 i AR S S AR K I AR, AR AT

13.6.3. Scan JBiik#F
Scan SR AL B K & 14T I U2 AE JoMapReduce f4AN) , BEREIRER TH 2B WMRMAHT scan. addFamily, X
Acolumn family AT EIEAR &I, a0t R AR s b 1) — N4y, R BB L column, &Nk & & AR IR B, R
i A

13.6.4. <M ResultScanners

SHyRRE TR, B NUORE R E TR . W R ARTSIE T K HIResul tScanners, 43 'F3(RegionServer Bl &, BT
U E%}EResultScanner@,/\Etry/catch P, .

Scan scan = new Scan();
// set attrs...
ResultScanner rs = htable. getScanner (scan) ;

try {
for (Result r = rs.next(); r != null; r = rs.next()) {
// process result...

} finally {

rs.close(); // always close the ResultScanner!

htable. close () ;

13.6.5. hZELE

ScanSZf| 7] LAfERegionServer #4247, W LA HsetCacheBlocks 7 iEfE . W ScanfEMapReduce AT, ZH X ME %
BA false. XMFEWELBNNIT, BAEVEHBREMN.

13.6.6. Row KeysHfn#itib

Bscan—PRIIEE, RN T FErow key (AT Fno families, qualifiers, values I timestamps) , ZEAIA
FilterListfIm %, ZffiFScannerffsetFilter JFIERINE, BIH FvusT PASS ALLEE/ESE (BE7E: A4 T AnddRERS) . — 4
FilterListE4 & —A4> FirstKeyOnlvFilter #1—/> KeyOnlyFilter. MidiX#tfifiltersl s, MEERKIIHRT,
RegionServer R 4x WAL —AME,  [RIN /MG 7 it (1 0 48 745 5 o

Chapter 14. Bloom Filters
Table of Contents

14.1. fiHE

14.1.1. HColumnDescriptor PrE

14.1.2. io.hfile.bloom. enabled é%%lﬂﬂ:j‘(ﬁ
14.1.3. io.hfile.bloom. error. rate

14.1.4. io.hfile.bloom. max. fold

14. 2. Bloom StoreFile footprint

14.2.1. StoreFileHHBloomFilter, FilelnfoXIHEHA5EHA
14.2.2. {F StoreFile JLEHR [IBloomFilter entries

Bloom filters f&7E HBase-1200 Add bloomfilters FHiFF& M. (211122 (i%23% :Bloom Filter—/MEivk, T LLH P
L —"Row KeysiFHEHRABE— MUl ile . D

14.1. BHE
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T PA#Ecolumn family KT AL & Blooms. 7] LLifiidHbase Shell, W] LM JavafCidElE

org. apache. hadoop. hbase. HColumnDescriptor.

14.1.1. HColumnDescriptor EEE;

i HColumnDescriptor. setBloomFilterType (NONE | ROW | ROWCOL) 3% #il4EMcolumn familyf¥iBloomsiXFf. ZRINE R NoNE , 1M
HUE ROV, S TESE NI ZEHashiX Prow, HIAZIBlooms 2. HHAE ZrowcoL, HiHashiX/~row, column familyflcolumn
family qualifer. (FHVE, ROWEMAFrow key)

14.1.2. io.hfile.bloom. enabled %4 /JmJ%HIIFK
LA e AR T A I, Configuration™ Hio. hfile. bloom. enabled /& —PNRARITTF K. BRHAR true.

14.1.3. io.hfile.bloom. error.rate
io.hfile. bloom. error. rate = “FIIFIRA, BRIAKE 1% Jg>— (I . 5%) , LR Mbloom entryfl—bit.

14.1.4. io.hfile.bloom. max.fold
io.hfile. bloom. max. fold = fRUERAKMIColdH ., REBANZBECXME, BRINET, BAU A LTS3 EARDK1/128.
W, Development Process™ {344 BloomFilters in HBase3R73H Z kT XA ELEMKER.

14.2. Bloom StoreFile footprint
Bloom filtersfEStoreFileIN T —Nentry. f#f —MKH) Filelnfo EIHEEHMIAPANFiS entriesFStoreFile K TCEIEEF T .

14.2.1. StoreFile"fJBloomFilter, FileInfoXdisht

14.2.1.1. BLOOM FILTER TYPE
FileInfofd —7]> BLOOM_FILTER TYPE entry, nJPA#i% &y NONE, ROW H# ROWCOL.

14.2.2. 1E StoreFile JLHEMEF HIBloomFilter entries

14.2.2.1. BLOOM_FILTER_META
BLOOM_FILTER METALRAF T Bloomf¥j K/, M H HashB A5 8. MR K/ANIIIR/AN.  StoreFile. Reader MER MR LA X .

14.2.2.2. BLOOM_FILTER_DATA

BLOOM_FTLTER DATA/ZSEPRIbloomfiter . %KM, RAFIELRUGEAEH (MREFZFEN, BIAFR) .

(21] poy description of the development process —— why static blooms rather than dynamic —— and for an overview
of the unique properties that pertain to blooms in HBase, as well as possible future directions, see the
Development Process section of the document BloomFilters in HBase attached to HBase—1200

[22) The bloom filters described here are actually version two of blooms in HBase. In versions up to 0.19.x,
HBase had a dynamic bloom option based on work done by the European Commission One-Lab Project 034819. The
core of the HBase bloom work was later pulled up into Hadoop to implement org.apache. hadoop. io. BloomMapFile.
Version 1 of HBase blooms never worked that well. Version 2 is a rewrite from scratch though again it starts
with the one—lab work.

Chapter 15. HbaseH#fEHEFR FiDebug
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15. 1. — &N

15.

TR LG Bmasterffllog. BHEEM T, & —T—TMEEGELE. WRARXEE, YA R, 1] LlGoogleBE

H search—hadoop. com3é44 Z & 3| exception.

AN B AN B B fEHbase K, EESRIE— AT RAE T SR, SRR A T R A . BIALER R exceptionfll
stack straces. BEXFEHI R, BIFMIMNERERHE, RBBEYVIPFE. HliiRegion&TEabort (BHEFTEN— F{FE . Grep
EADumpi AT T fe Rk B A 1 TS 2.

RegionServerff1H AR “IEH” M. 44— ¢b§1fﬁﬁi‘P€ W, TS B, R ulimi tMxcievers (GREZEMHAEE,
FEMWSection 1.3.1.6,  “ ulimit F nproc ” )G, HDFSKLiEisiE EY, fFHBaseB K, HDFSHEH . HE—T, R
FIMySQLER R TCVE VS Ml B SCHE R GE, B a. [FIFERIFHE 2 Kk 2EfEHbase FIHDFS I 184 —/Mi fliRegionServer Y (1%
e A H S B AR W EE R, MATHAT T — NI T BGCERAE, X AN BT T ZooKeeper ffsession timeout.
K TCCEWH RIS, 2 Todd Lipconf) 3 part blog post by Todd Lipcon F1 T Section 13.1.1.1, “KI[A]GC
flm” .

2. Logs
BEEHEMAE ( <user>ZHENRFSIA T, <hostname> ZEHERIIEF)

NameNode: $HADOOP HOME/logs/hadoop-<user>-namenode-<hostname>. log
DataNode: $HADOOP_HOME/logs/hadoop-<user>-datanode-<hostname>. log
JobTracker: $HADOOP_HOME/logs/hadoop-<user>-jobtracker-<hostname>. log
TaskTracker: $HADOOP HOME/logs/hadoop—<user>-jobtracker—<hostname>. log
HMaster: $HBASE HOME/logs/hbase-<user>-master—<hostname>. log
RegionServer: $HBASE HOME/logs/hbase—<user>-regionserver—<hostname>. log

ZooKeeper: TODO

15.2. 1. Log fi®

15.

15

15.

15

T A R, LoghhbatE— G HLES b, (RN T4 S, MasirdE —MER L.

.2.1.1. NameNode

NameNode [t H & 7ENameNode server_ I, HBase Master i #iZ47#ENameNode server I, ZooKeeperifi# th&iX ¥ .
XHF/N— M AIHLES, JobTracker Il #1217 7ENameNode server L1,

2.1.2. DataNode

ff—DataNode serverd —/ANDFSHIH &, Regionfs — A HbaseH &.

#/DataNode serveribf —fpTaskTrackerft)H &, HKicsMapReducef]Task(s B .

15.3. T.H

.3.1. search—hadoop. com
search-hadoop. com¥ i ] mailing lists Al JIRA#ES. T&R5|. H'EKFkHadoop/HBaselr) ) MR /518 .
3.2. tail

tai B — AT TR, ATUHREHENREE. MAKN "S55, MaEEds i g chld. Ao RkEHER)
fF. B, —AHLEs T EALIRZ AR S 3o, /RAT htai Mt fmaster log (1B AT LLf&region serverffilog)

.3.3. top

top it MREZH) T HREIRFIPLE S HERER BRSBTS 5 i 1

top — 14:46:59 up 39 days, 11:55, 1 user, load average: 3.75, 3.57, 3.84

Tasks: 309 total, 1 running, 308 sleeping, 0 stopped, 0 zombie
Cpu(s): 4.5%us, 1.6%sy, 0.0%ni, 91.7%id, 1.4%wa, 0.1%hi, 0.6%si, 0.0%st
Mem: 24414432k total, 24296956k used, 117476k free, 7196k buffers

Swap: 16008732k total, 14348k used, 15994384k free, 11106908k cached

PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND
15558 hadoop 18 -2 3292m 2.4g 3556 S 79 10.4  6523:52 java
13268 hadoop 18 -2 8967m 8.2g 4104 S 21 35.1 5170:30 java
8895 hadoop 18 -2 1581m 497m 3420 S 11 2.1  4002:32 java

KRR LAE B RS oad averagefEi 55 8P /E3. 75, B IEMLE UIX 558 BT F347 3. 75/ MR FE7ECPURY 8] [ 46 435 BA 51 FL
M. SEHERY, BEERMBHZXMEMCPUAZEANSE, WX MEREREHNE, WX/MEmMEd®R T Xe—1 &
TS, BARFRMOE L, W LUEIXRS CE http://www. linuxjournal. com/article/9001.

ARFRAG R, BATATLLE Bl RGO LT AR ERAM,  H e OREE AR T0S cache (I8 — 47 3) . Swap A ] 17— 440
JAKB, X IERBATIHEN, WEREMEAR ST, SRR R AT S, I Javale PP PR REA BUAT (1 53— Farll <2 40 10 7 ik
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ZFLoad average/&T5id i (load averageid ik i fg & WA HIREE et 4 5 F S 801) .

BOAE O T RERESIRARARA M, AT G B3 JavadliRE (1 1 111%HICPU. SARAIIEMR N HERE R 4, ATEURAN ", &
—ATHET RER. WA “17 W LARIRCPURIEE ML AR DL .

15.3.4. jps
JpsAEJDKERA — AT R, "TLCARRE XU P Javailtfiid. (08 Zroot, Al LAEZIFTA - id), Hlan:

hadoop@sv4borgl2:~$ jps
1322 TaskTracker

17789 HRegionServer
27862 Child

1158 DataNode

25115 HQuorumPeer

2950 Jps

19750 ThriftServer
18776 jmx

i)

Hadoop TaskTracker, & FH A Task

HBase RegionServer, #fitregionfiR%%

Child, —> MapReduce task, oI H it
Hadoop DataNode, & blocks

HQuorumPeer, ZooKeeper®Ff i it

Jps, BiXAEERE

ThriftServer, Hthrif/azhja, MaH XA R
jmx, XASEAHME T SRR AR LA AN

PRATELE B AR R B e i ar AT R B .

® © o o o o o o

hadoop@sv4borgl2:~$ ps aux | grep HRegionServer
hadoop 17789 155 35.2 9067824 8604364 S<1 Mar04 9855:48 /usr/java/jdkl.6.0_14/bin/java —Xmx8000m —XX:+DoEscapeAnalysis —XX:+Agg1

15.3.5. jstack

jstack E*/I\E'&EE(F?TELOQ B java LE, W LLE B AAE JavadbFRFEM A A . W LY H JpsF BIRERR I 1d, S8 J5 3L mT LA
Ml jstack. flietefE QIR BRLIEAR, EHRNERAEML 4. THZ T

XN FLLFE R RegionServer IEfE & masterik Bl {415 .

“regionserver60020” prio=10 tid=0x0000000040ab4000 nid=0x45cf waiting on condition [0x00007f16b6a96000..0x00007f16b6a96a70]

java. lang. Thread. State: TIMED WAITING (parking)
at sun.misc.Unsafe. park (Native Method)
- parking to wait for <0x00007f16cd5c¢c2f30> (a java.util.concurrent. locks. AbstractQueuedSynchronizer$ConditionObject)
at java.util.concurrent. locks. LockSupport. parkNanos (LockSupport. java:198)
at java.util.concurrent. locks. AbstractQueuedSynchronizer§ConditionObject. awaitNanos (AbstractQueuedSynchronizer. java:1963)
at java.util.concurrent.LinkedBlockingQueue. poll (LinkedBlockingQueue. java:395)
at org. apache. hadoop. hbase. regionserver. HRegionServer. run (HRegionServer. java:647)
at java. lang. Thread. run(Thread. java:619)

The MemStore flusher thread that is currently flushing to a file
reglonserver60020 cacheFlusher” daemon prio=10 tid=0x0000000040f4e000 nid= 0x459b in Object.wait() [0x00007f16b5b86000..0x00007f16b5b87af(
java. lang. Thread. State: WAITING (on object monitor)
at java. lang.Object.wait (Native Method)
at java. lang. Object.wait (Object. java:485)
at org. apache. hadoop. ipc. Client. call(Client. java:803)
- locked <0x00007f16cbl4b3a8> (a org. apache. hadoop. ipc. Client$Call)
at org. apache. hadoop. ipc. RPC$Invoker. invoke (RPC. java:221)
at $Proxyl. complete (Unknown Source)
at sun.reflect. GeneratedMethodAccessor38. invoke (Unknown Source)
at sun.reflect.DelegatingMethodAccessorImpl. invoke (DelegatingMethodAccessorImpl. java:25)
at java. lang. reflect.Method. invoke (Method. java:597)
at org. apache. hadoop. io. retry. RetrylnvocationHandler. invokeMethod (RetryInvocationHandler. java:82)
at org. apache. hadoop. io. retry. RetryInvocationHandler. invoke (RetryInvocationHandler. java:59)
at $Proxyl. complete (Unknown Source)
at org. apache. hadoop. hdfs. DFSClient$DFSOutputStream. closelnternal (DFSClient. java:3390)
— locked <0x00007f16cb14b470> (a org. apache. hadoop. hdfs. DFSClient$DFSOutputStream)
at org. apache. hadoop. hdfs. DFSClient$DFSOutputStream. close (DFSClient. java:3304)
at org. apache. hadoop. fs. FSDataOutputStream$PositionCache. close (FSDataOutputStream. java:61)
at org. apache. hadoop. fs. FSDataOutputStream. close (FSDataOutputStream. java:86)
at org. apache. hadoop. hbase. io. hfile. HFile§Writer. close (HFile. java:650)
at org apache. hadoop. hbase. rcglonqcrvcr StoreFile$Writer. close (StoreFile. java:853)
at g. apache. hadoop. hbase. reglonserver Store. internalFlushCache (Store. java:467)
- locked <0x00007f16d00e6f08> (a java. lang. Object)
at org. apache. hadoop. hbase. reglonberver Store. flushCache (Store. Jd.Vd 427)
at org. apache. hadoop. hbase. regionserver. Store. access$100 (Store. java:80)
at org.apache. hadoop. hbase. regionserver. Store$StoreFlusherImpl. flushCache (Store. java:1359)
at org. apache. hadoop. hbase. regionserver. HRegion. internalFlushcache (HRegion. java:907)
at org. apache. hadoop. hbase. regionserver. HRegion. internalFlushcache (HRegion. java:834)
at org. apache. hadoop. hbase. regionserver. HRegion. flushcache (HRegion. java:786)
at org. apache. hadoop. hbase. regionserver. MemStoreFlusher. flushRegion (MemStoreFlusher. java:250)
at org. apache. hadoop. hbase. regionserver. MemStoreFlusher. flushRegion (MemStoreFlusher. java:224)
at org. apache. hadoop. hbase. regionserver. MemStoreFlusher. run (MemStoreFlusher. java:146)

— AN ER LR RIS LR G (] Wiput, delete, scan...):

”IPC Server handler 16 on 60020” daemon prio=10 tid=0x00007f16b011d800 nid=0x4a5e waiting on condition [0x00007f16afefd000..0x00007f16afel
java. lang. Thread. State: WAITING (parking)
at sun.misc. Unsafe. park (Native Method)
- parking to wait for <0x00007f16cd3f8dd8> (a java.util.concurrent. locks. AbstractQueuedSynchronizer$ConditionObject)
at java.util.concurrent. locks. LockSupport. park (LockSupport. java:158)
at java.util.concurrent. locks. AbstractQueuedSynchronizer§ConditionObject. await (AbstractQueuedSynchronizer. java:1925)
at java.util.concurrent.LinkedBlockingQueue. take (LinkedBlockingQueue. java:358)
at org. apache. hadoop. hbase. ipc. HBaseServer$Handler. run (HBaseServer. java:1013)

H—NERRIEFE:, 7RI —Ncounter (XA B IEFEAI — A scanner R CHTN 1IME)
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”IPC Server handler 66 on 60020” daemon prio=10 tid=0x00007f16b006e800 nid=0x4a90 runnable [0x00007f16acb77000..0x00007f16ach77cf0]
java. lang. Thread. State: RUNNABLE
at org. apache. hadoop. hbase. regionserver. KeyValueHeap. <init> (KeyValueHeap. java:56)
at org. apache. hadoop. hbase. regionserver. StoreScanner. <init> (StoreScanner. java:79)
at org. apache. hadoop. hbase. regionserver. Store. getScanner (Store. java:1202)
at org. apache. hadoop. hbase. regionserver. HRegion$RegionScanner. <init> (HRegion. java:2209)
at org.apache. hadoop. hbase. regionserver. HRegion. instantiatelInternalScanner (HRegion. java:1063)
at org. apache. hadoop. hbase. regionserver. HRegion. getScanner (HRegion. java:1055)
at org. apache. hadoop. hbase. regionserver. HRegion. getScanner (HRegion. java:1039)
at org. apache. hadoop. hbase. regionserver. HRegion. getLastIncrement (HRegion. java:2875)
at org. apache. hadoop. hbase. regionserver. HRegion. incrementColumnValue (HRegion. java:2978)
at org. apache. hadoop. hbase. regionserver. HRegionServer. incrementColumnValue (HRegionServer. java:2433)
at sun.reflect. GeneratedMethodAccessor20. invoke (Unknown Source)
at sun.reflect.DelegatingMethodAccessorImpl. invoke (DelegatingMethodAccessorlmpl. java:25)
at java. lang. reflect.Method. invoke (Method. java:597)
at org. apache. hadoop. hbase. ipc. HBaseRPC$Server. call (HBaseRPC. java:560)
at org. apache. hadoop. hbase. ipc. HBaseServer$Handler. run (HBaseServer. java:1027)

B — AR FEAE WHDFS SR B H ¥ -

“IPC Client (47) connection to sv4borg9/10. 4. 24.40:9000 from hadoop” daemon prio=10 tid=0x00007f16a02d0000 nid=0x4fa3 runnable [0x00007f1¢
java. lang. Thread. State: RUNNABLE
at sun.nio.ch. EPollArrayWrapper. epollWait (Native Method)
at sun.nio. ch. EPollArrayWrapper. poll (EPollArrayWrapper. java:215)
at sun.nio. ch. EPol1Selectorlmpl. doSelect (EPollSelectorTmpl. java:65)
at sun.nio.ch. SelectorImpl. lockAndDoSelect (SelectorImpl. java:69)
- locked <0x00007f17d5b68c00> (a sun.nio.ch.Util$l)
— locked <0x00007f17d5b68be8> (a java.util.Collections$UnmodifiableSet)
- locked <0x00007f1877959b50> (a sun.nio.ch.EPollSelectorImpl)
at sun.nio.ch.SelectorImpl. select(SelectorImpl. java:80)
at org. apache. hadoop. net. SocketIOWithTimeout$SelectorPool. select (SocketIOWithTimeout. java:332)
at org. apache. hadoop. net. SocketIOWithTimeout. doI0(SocketIOWithTimeout. java:157)
at org. apache. hadoop. net. SocketInputStream. read (SocketInputStream. java:155)
at org. apache. hadoop. net. SocketInputStream. read (SocketInputStream. java:128)
at java.io.FilterInputStream. read (FilterInputStream. java:116)
at org. apache. hadoop. ipc. Client$§Connection$PingInputStream. read (Client. java:304)
at java. io.BufferedInputStream. fill (BufferedInputStream. java:218)
at java.io.BufferedInputStream. read (BufferedInputStream. java:237)
- locked <0x00007f1808539178> (a java.io.BufferedInputStream)
at java.io.DatalnputStream. readInt (DatalnputStream. java:370)
at org.apache. hadoop. ipc. Client§Connection. receiveResponse (Client. java:569)
at org. apache. hadoop. ipc. Client$§Connection. run(Client. java:477)

X B SE—/RegionServerfl |, master EfEREKE .

“LeaseChecker” daemon prio=10 tid=0x00000000407ef800 nid=0x76cd waiting on condition [0x00007f6d0eae2000..0x00007f6d0eae2a70]

java. lang. Thread. State: WAITING (on object monitor)
at java. lang.Object.wait (Native Method)
at java. lang.Object.wait (Object. java:485)
at org. apache. hadoop. ipc. Client. call (Client. java:726)
~ locked <0x00007f6d1cd28f80> (a org. apache. hadoop. ipc.Client$Call)
at org. apache. hadoop. ipc. RPC$Invoker. invoke (RPC. java:220)
at $Proxyl.recoverBlock (Unknown Source)
at org. apache. hadoop. hdfs. DFSClient$DFSOutputStream. processDatanodeError (DFSClient. java:2636)
at org. apache. hadoop. hdfs. DFSClient$DFSOutputStream. <init> (DFSClient. java:2832)
at org. apache. hadoop. hdfs. DFSClient. append (DFSClient. java:529)
at org. apache. hadoop. hdfs. DistributedFileSystem. append (DistributedFileSystem. java:186)
at org. apache. hadoop. fs. FileSystem. append (FileSystem. java:530)
at org. apache. hadoop. hbase. util. FSUtils. recoverFileLease (FSUtils. java:619)
at org.apache. hadoop. hbase. regionserver. wal. HLog. splitLog (HLog. java:1322)
at org. apache. hadoop. hbase. regionserver. wal. HLog. splitLog (HLog. java:1210)
at org.apache. hadoop. hbase. master. HMaster. splitLogAfterStartup (HMaster. java:648)
at org. apache. hadoop. hbase. master. HMaster. joinCluster (HMaster. java:572)
at org. apache. hadoop. hbase. master. HMaster. run (HMaster. java:503)

15.3.6. OpenTSDB

OpenTSDBfE —ANGangl iaffIfRAF AR Al KAt i FHbas e K A7 it BT A BRI PR TTTAS 7 ZERAE o (4 OpenTSDB M 7% ) (¥ Hbase
R MR A SR

XA AT, EREIEE RN 34T FEH S compaction, fTE M L I0OMEAE. (TODO: 7EIX H3fi A compactionQueueSizef] &
Fr) (3 1D

AT A B R MR RO SEER . BARIERENI R G LA . AR A] APd e A B . 140, #EStumbleUpon,
LS — RN, BIE0SHHbase, W ITA WEEREE . RIS L, FREZHFER.

15.3.7. clusterssh+top
clusterssh+top, AR NS NSRS, HRMHEZBRER UERREILEHESRNE, RGFEE. B3lclusterssh

G, ST EHSE N, A — N, RN R R AR 2 S R B ) R — N B RORERE, IRE—
iﬂ%%”“wp,%ﬁ*m%ﬁﬂ%%%%1é%mwmaua%*ﬂuﬁﬁmﬂé%mhg,##a

15. 4. 2

15.4.1. ScannerTimeoutException
4 M i FlRegionServer FIRPCIF KB H; o FltntnEScan. setCacheing MME % B 500, RPCiF Kk 23K E5001T B %R, 1'3:

5004K. next O BRAESRIN—R. RUOSEE & LRI AL 2% ) i, Al REIERGEEIN . KX A serCacheingFI{E I/ NE—
fERIPE, ARRIXAME TR IR/ fE -

15.5. RegionServer
15.5.1. JBahEsR
15.5. 1. 1. JE4ieE 4%
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FUNLZO 46 5% T AL SRR P I S AL AR B 22, X — AR E AR, WRIRIRE T~ EE

11/02/20 01:32:15 ERROR 1zo.GPLNativeCodeLoader: Could not load native gpl library
java. lang. UnsatisfiedLinkError: no gplcompression in java. library.path

at java. lang. ClassLoader. loadLibrary(ClassLoader. java:1734)

at java. lang. Runtime. loadLibrary0 (Runtime. java:823)

at java. lang. System. loadLibrary (System. java:1028)

BRSO RS E LT M8, 2 A E =AY LZ0 compression configuration.

15.5. 2. iafTH iR
15.5.2.1. java.io. I0Exception... (Too many open files)

Z L REN TR T ulinit and nproc configuration.

15.5.2.2. xceiverCount 258 exceeds the limit of concurrent xcievers 256
XN 2 B fEDataNode T H B

ZWAHGENTZE I H xceivers configuration.

W

15.5.2.3. R&GAFaE, DataNode B & HAL R4t “java. lang. OutOfMemoryError: unable to create new
native thread in exceptions”45i%

Z WAGEANITEZYH) ulimit and nproc configuration.

15.5.2. 4. DFSAFaE B & RegionServer fl 8 i
SRR T 40 R e R

2009-02-24 10:01:33,516 WARN org. apache. hadoop. hbase. util. Sleeper: We slept xxx ms, ten times longer than scheduled: 10000
2009-02-24 10:01:33,516 WARN org. apache. hadoop. hbase. util. Sleeper: We slept xxx ms, ten times longer than scheduled: 15000
2009-02-24 10:01:36,472 WARN org. apache. hadoop. hbase. regionserver. HRegionServer: unable to report to master for xxx milliseconds - retryir

WHE D T RCCHARHAE, MRr B IEEHAT — > 426C,

15.5.2.5. ”“No live nodes contain current block” and/or YouAreDeadException
A T REZOSH ST ARG H , R AT BB 0 48 e S B80T sG AV )
Z WAHUENTES ulimit and nproc configuration, F&A/RAIMZE .

15.5.3. &%

15.6. Master

15.6. 1. B3R
15.6.2. #&ib4Ei%

Appendix A. T H
Table of Contents

A. 1. HBase hbck
A 2. HFile T E
A.3. WAL Tools

A.3.1. Hlog T H

A4, JE4ETE
A.5. Node F#k

A.5. 1. fKIRKE
X RATHN 28— LeHbase EBE, 447, 1EIAIDebuglt) TH.
A. 1. HBase hbck
HFHbaseZ R fsck
fEHbaseE#f FIZ4T hbek
$ ./bin/hbase hbck
XAt /2 OK =i INCONSISTENCY. HWURARMISERFCHRinconsistencies, NI b-details HHEZMILAMEL . R

inconsistencies, %i&{Thbck JLIX, [FNinconsistenciesT]RERAEM . (EEMIELLENEFH regionlEfEsplit) . M -
fix A BMEH inconsistency (X & —AN S8V R 6E

A.2. HFile T. A

2, Section 12.3.4.2.2, “HFile TH” .
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A. 3. WAL Tools

A.

3. 1. HLog :E;i
HLogMmain 7324t T F3) YIFIFdump 7772, SHEWALsB# splitelfI4h M N B RAF Erecovered. edits H3E T
ARy LA

$ ./bin/hbase org.apache. hadoop. hbase. regionserver. wal. HLog ——dump hdfs://example. org:9000/hbase/. logs/example. org, 60020, 1283516293161/1(

RFAF—AWALSLA N 1 SCAAG I Dump o AR IS EA70, SISO A E R, I IRl LUR AN 6 &R SUAT R SRR, B
fir A B E 2] /dev/null, WETIRFEITDEETTLLT .

L, ARET L — AN Logh)Hl, IBATIW T A4

$ . /bin/hbase org. apache. hadoop. hbase. regionserver.wal. HLog —split hdfs://example. org:9000/hbase/. logs/example. org, 60020, 1283516293161/

A 4. R4 T A

%, Section A.4, “E4ETH” .

A.5. Node Mk

A.

PRWT ATEHbase B4R 5E B9 f_EIE4T T T I A K45 1ERegionServer :
$ ./bin/hbase-daemon. sh stop regionserver

RegionServer & ¥ S M ATA iregionfR )G E B B35 H], 7EFILALFEH, RegionServerfI£:[flZookeeperdi il B4
AT . master2 KM RegionServer VAL T, SHEE UIE B M server RAAEE . fh ¥ region /BRI AR S L%

ETFLT N2 E4{E 1 Load Balancer

WHRAEiZ4T10oad balancerBIf{E, — 3%, MLoad BalancerfiMasterfirecovery i] fg4x $Zrix AN EL
N4 HRegionserver. N T BN NS, Jkiload balancerf® 1k, Z UL FIfi#) Load Balancer.

RegionServer FZEH — Mk siph B H i iIRegion 2 B I — 42 4. RegionsRHAZMF XA, Wi —A server FHIRZ
region, \EE—"Pregionx i N2k, FMJ5—Aregionflikfl, JfAMasterffiiMbC &I T, Zregiond WL B2k, AT
BACIRKET ], fEHbase 0.90. 29, FATIINT —ANThEE, v LALEAT s s B A p) 13k, 5t/5 5. HBase 0.90. 2N T
graceful stop. shﬂiiu/qt:, m‘uﬁﬁéﬁﬁr

$ ./bin/graceful stop. sh
Usage: graceful stop.sh [-—config &conf-dir>] [--restart] [--reload] [-—thrift] [--rest] &hostname>

thrift If we should stop/start thrift before/after the hbase stop/start
rest If we should stop/start rest before/after the hbase stop/start
restart If we should restart after graceful stop

reload Move offloaded regions back on to the stopped server

debug Move offloaded regions back on to the stopped server

hostname Hostname of server we are to stop

BN 2k— G RegionServer A LAIX FEA

$ ./bin/graceful _stop. sh HOSTNAME

X B fRIHOSTNAME 22 RegionServerffhost you would decommission.
On HOSTNAME

1L Fgraceful stop. shAJHOSTNAMEXA Z5i flhbasef# F fjhostname—3(, hbaseFH & [X JrRegionServers. 1] LA
masterULKAE fRegionServersfflid. 1 £hostname, AT HE/ZFQDN. A& Hbaseff HIIME—AN, /KAT LK &
FEF gracerul stop. shifIAH 25,  H AT A RS A TPHLhE KA Bihos tname . T LU# FH TPk &3 R Bl server N7
BT, HEAIMNETET .

graceful stop.sh JIAL—A—A WK regionMRegionServer P #x %, LD 4RegionServer (i #k . fh<=seBi—
region, AJE X AN region BRI — AN T, FEER T -4, BHBEESHBER. S/Geracerul stop. shiA L ik
RegionServer stop.,Master<si¥ & $|RegionServer V& N4 1, XANIHENTE Hregion WA EF 5 E4f . RegionServergl i
DL g, BAVALH EFRE S,

Load Balancer

B iTeraceful stopHIAMIE %, ZEoRegion Load Balancer s (% Mbalancerfl N4k A £ fEregionili &
I 1) R AR ER)

hbase (main) :001:0> balance switch false
true
0 row(s) in 0.3590 seconds

ki ¥balancer i, FARIF/S:

hbase (main) :001:0> balance switch true
false
0 row(s) in 0.3590 seconds

5.1, MRIRE)S
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PRIE ] AR A A H JS — A RegionServer, Aot LilifIRegion L E . ZAHRE B E, IRATLMKIRE S (Rolling
Restart), HLfRIXFE:

$ for i in “cat conf/regionservers|sort ; do ./bin/graceful stop.sh —-restart —-reload ——debug $i; done &> /tmp/log.txt &

Tail /tmp/log. txtRHEMANBITERE. EHE A R XRegionServer A T#E. EHiihload balancer &, HFEELEL
WIS Bimaster. A& —BARIKE JE MDA, RAT DAAE %2

L BARIARAS, (RAFELE S rsync BEANERED . WRIRAAZO. 90. 2, 7FE4T LHBASE-3744 A1 HBASE-3756 %4~
T

2. IBAThbek B BRIRIIERER — B
$ . /bin/hbase hbck
RIS — A%, v LB R A
3. HgMaster:
$ ./bin/hbase-daemon. sh stop master; ./bin/hbase-daemon. sh start master
4. RMregion balancer:
$§ echo “balance_switch false” | ./bin/hbase
5. {EfFRegionServer FizfTgraceful stop. sh:
$ for i in “cat conf/regionservers|sort ; do ./bin/graceful stop.sh —-restart —-reload --debug $i; done &> /tmp/log. txt &
WRARAERegionServeri®FFiE K thriftMrest server. BFEI _L—thrift or —rest EW (S0
graceful stop. sh SIAI L) .
6. FIXE jEMaster. X CAE T Mserverd|RIES, FHFTTHbalancer.
7. 32T hbek FRHEERER—HK

Appendix B. HBaseH' & 45

Table of Contents

B.1. W4T A

B. 2. hbase.regionserver. codecs
B.3. LZ0

B.4. GZIP

B. 1. Wlul s 4s T A

HBaSGﬁ /\ﬂ%ﬂ@ﬂ IﬁEéﬁ%ﬁmI/\o g* iz TE, Z"fﬁj)\/bin/hbase org. apache. hadoop. hbase. util. CompressionTest. Ejﬁ%ﬁfﬁm
AT H AR RE

B. 2. hbase. regionserver. codecs
AURARI LR, SRR, B kB s, AT PAE/R fhbase-site. xnl Il EBCE hbase. regionserver. codecs (EART
EgCOdeCSo 1§Jﬁ[]y ﬁﬂi hbase. regionserver. codecs E"J’fﬂ/t 1zo, gz Hﬂﬂ'léomﬁﬁﬂk%&ﬁﬂ—fﬁﬁﬁ, RegionServerﬁ;Ei}]Eﬁ
IR i 2> S/~ G B R
L GHHLAMABI R PR, BB ER, XAHILAA A BB R E I A D A .

B.3. LZO

W, FHE K Section 3.6.4,  “L70 JE#E”

B.4. GZIP

HIXSTLZ0, GZIPHILARFR E R R d 1S . LR E RO, SRR EN. Javars il JavaH WHIGZIP, BRIE
Hadoop A FEFECLASSPATH A o FEIXFBLL T, SRUFME AR Ai 4% . (RAIMEATFAE, W LAfELogF BIIRZGot brand-

new compressor. é}y_ﬂ@ )

Appendix C. FAQ

C. 1. —fffn]
Hbaseifs JFAQsHE?
HBase F_SQLME?

HBase & 4ia] T{ELEHDES )2
bt H SR 5 — 474" 2011-01-10 12:40:48, 407 INFO org. apache. hadoop. io. compress. CodecPool: Got brand-

new_compressor’ ?
C.2. EC2
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AT 2RI FZEC2 F AR e FE Java i AN g TAE?
C.3. HJ## HBase
M Fbui 1%, K448 %] Unable to find resource VM global library.vm’ ?

C.4. Runtime

Jtt 4 FetEHbase loading (/2 F) T

N4 FR K RegionServer4x FRARFE(: ?

FAL 243 FRegionServer I B & SEPRI P . — VA, — PP,
C.5. AT {EHbase TS,

12

C.1. —fin @

Hbaseil g H AL HIFAQs 2

HBase F_SQLME?

HBase & WA TAEFEHDES [ (12

At H B B G — 4T/ 2011-01-10 12:40:48, 407 INFO org. apache. hadoop. io. compress. CodecPool: Got brand-new
compressor’ ?

Hbaseit & H A IFAQs 1?2

7 LAfEHbaseffwiki HBase Wiki FAQ H1 Troubleshooting 7 % £ [HFAQ.

HBase SCHf SQLIL?

A HF. ATLUEIEHive MISQL-1sh K32 HE, ZINREIRTEF K H . {Hi&Hive & T-MapReducef], X TRAEIBFIR FHHFAE A -
% W.Chapter 11, F#EHHAL, W] LUE FHbaseZs F i BT

HBase & Ui T/EFEHDFS (12

HDES & — AN ARSI A A RO R Ge . MSCRIRGUL T, EAR— MBS RS, AR IR E
o 55—, HBasefe I AEHDFSZ b, FH LR RERPOHICFKER CEH) o XARESIRENMS . 2 Mchapter 11, ¥
JEAET FI Chapter 12, 40K, KT f# 5 ZHbaself) H bz

4 HER G —17/& 2011-01-10 12:40:48, 407 INFO org. apache. hadoop. io. compress. CodecPool: Got brand—new
compressor’ ?

KN FRATHEE 1 A ) B 452K %E . 2 W, HBASE-1900 Put back native support when hadoop 0.21 is released. ¥
Hadoop fAAS 25 FE % D1 B Hbase T (B4 MUK BERE) s T LA T

C.2. EC2
St B IEREEC2 [ IR RE (K00 R Tava B4R AN GE TAE?

Rt AR AESEEC2 E R BT AE JavalEfe AN RE AR
WRIEH %32, S .. Remote Java client connection into EC2 instance.

C.3. fJ# HBase

M bui ldif %, A2 i85 Unable to find resource VM global library.vm’ ?

HFbuildHE, 4183 Unable to find resource *VM global library.vm’ ?
Db, XA AMER. XfEofficially ugly .

C.4. Runtime

Jutt 4 AEHbase loadingf % %] T {51
It 4 FfIRegi onServer 25 I8 SR AT 2
Jutt 25 FRegionServer [ H0E & LRI PIfE. — P4, —EHIP.

Juft 4 AEHbase loading) 2 | 1151

R BEH T E48, W) 5FE Long client pauses with compression.

Jutt 23K IRegionServer sy RARHAT ?

WERAREH T —AZRMIM (< 1.6.0_u21?) 2R LLFE A thread dump, /&4 & 28 FE 4FBLOCKEDE & %45 — ANholdE . S
HBASE 3622 Deadlock in HBaseServer (JVM bug?). fEHbaseMJconf/hbase—env. shd ] HBASE OPTSHI I —XX:+UseMembar R1&
2.

Jft 4387 ERegionServer HU T /& SEFR MWy . — P A, —PEHIP.

BIERIFDNS. EHbase 0.92. xZ HIMIARAS, S IADNSFIIE[AIDNS 7 2R [3]—%. Z: WL HBASE 3431 Regionserver is not
using the name given it by the master: double entry in master listing of servers FRIGVELH(ER.

C.5. FRUWfTfEHbase J1 8 37
a2
—E?

XtF#EHbase 1 4iF — D R B BB, B PNHPHIES . 2 WDavid ButlerfE HBase, mail # user —
Stargate+hbase[fJ{5 & .

Appendix D. YCSB: MEE ZHz4: Mk FlilHbase
TODO: YCSBANAEAR % M IneE#E 717k,
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TODO: Hn4iHbase % %E

Ted Dunning®E A TYCSV, X472 fmavenH T, WA TS TIEEMINAE. 20 Ted Dunning’ s YCSB.

Index

C

Cells, Cells
Column Family, Column Family

Hadoop, hadoop

L

LZ0, LZ0 JE4%H
N

nproc, ulimit # nproc
U

ulimit, ulimit A1 nproc
V

Versions, KA
X

xcievers, dfs.datanode.max.xcievers

ZooKeeper, ZooKeeper
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