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<property>
<name>mapred.jobtracker.taskScheduler</name>
<value>org.apache.hadoop.mapred.FairScheduler</value>
</property>
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<property>

<name>pool.name</name>

<value>$ {user.name}</value>
</property>
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<allocations>

"

<pool name
<minMaps>5</minMaps>
<minReduces>5</minReduces>
<weight>2.0</weight>

</pool>

sample pool">



<user name="sample user">
<maxRunningJobs>6</maxRunningJobs>
</user>
<userMaxJobsDefault>3</userMaxJobsDefault>
</allocations>
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