% 1 & AR ARG ARG

AEBEIL RS ZZEN, EHETHANLERICAMNE) - LB B R ISR 2 A% P HLERE
RYE - BANEFHIRIERGANGSITIE B O E - ZLE UL REER ML ARl CPU SRRIFHIF
FRTHEIIEE CPU « B FHURIERGIERAL T B CRIN AR - X% P HLIRIE R AH R I
PR HER -

PRAT AL AT SORMR B LM R RS S22 L (Full virtualization) S:EERUL
(paravirtualization) - E2EMNLRMKEVHEAZRETMEL, HOE—MHENLARS,
HPHERE RGO LI R HNETT - ARENZ A HURIE R ST EE AT B (LR E RS
ENABRFZER BT, BRASIENIMNENEE) o FEMNTERB TR LR
BIERGAITEN (XEFPYBRIERAR SRR BITEEMINGEE) HREHIRERE. 22

LA FE LR AT LLR B AR VR EE LA 2R B

F—HE, 57 domain0 (dom0), 7E/RTIF RSN B8 . Domain0 & HIIZFIL, EIE
DI E NI EPLL &R E AL S - Domain0 ACERYIBIEM:, 40 W) R FIAE ZL 125 -
Domain0 tALEE LRSS, ANEFE  IKEHUTERAES P LIS H A UL -

hypervisor (ZLIERJEMNERESS) 22— MEIMLTFS, EAFEZ MRERSHER - ENTE S
MR R FIRETT - Z L (quest) BENEERIERFZIMBITERIMNL ER0HRIERS

(0S) -

AR ARG R, B1MEFIANE (memory) #5% BT — 1 EHLHYIEEAAE 5 T2
ZHL, ARAT LU ERIR WA AIRE USRI RAAE - IR AT RS AT (iMipR) EEFUNLEII B N AT,

HEANET REr e € BB ME - X Mg AEHHR ) ballooning -

PRATUAFZ R cpu (779 vepu) RECES A% L ENWUE R #Z YE CPU MY MER AR

XL vepu -



PRATLMZ T HAZ FHUEMESE MR (virtual disks) - Z P HUTX SRR NEE R (T
SEEEMNEFHUME) CD-ROM 1% « &> REFNHE S AR ARt a8 s AL B A H AL 5 U L
i - EHL L& S TE I EENERE, BFREaRE T KR ZES XA FER LVM Y
¥

BRI E: D (Virtual networking interface) iZ7ERFHLLE - SEMLUKMK (VNIC) —FE,
HoAb#E O AT LUBATEEZ P L L o SX R 443 O K ARIEE P MAC HEHERC B - BT & Pl S vl 2288
VNIC, EH) MAC Hitb \—AE & —T /N E T HhE A6 & it ERENLIER, BT A2 P L2 A R
MAC Huhb 2K FTRER « & KR P LIS 280l 5T DIF T A MAC Mtk SR Al CR7E P 2% B A iE— 1

BIEFIEE — N EEEEIRENCSCRZER S (text console) - VRA] DUIEZ P8 SRAHE S B fi
HH B [ B SO & -

fRA] LABE BAE M2 P AL B B 5 Hl 4 (graphical console) | XX N T43 FHL_E AT E
FIEREH B S TR 2R EIE PHURE T LUEH T - EEEENETEERL S AFE, W5 S5
B~ RIS 2L X S 0 RS- Rt n] DUE TP AL SRR B E R S A bR -

ZPHLA LU= 54 (identity)F FEM—FRIRS]. 54 (domain-name) -

identity (domain-id) 2 UUID. domain-name &— "% B T P HLALE SRR $ - domain-
name FREHNE I, BEFVLIST, MRS FHARFTIRBFIESR - domain-id EME—H,
FEFFAREHD, BB LATE BRI B R TIRBIFIE R - UUID RFF AR - ME—ROIRBIRF, EER
FOHLRIECE S BT R R ORZ LA U A E B T RFTRA AR P HLSITR, BRI -2
BPIE RGN, B UUID RS TR Bah i Bss® 1% il -

% 2 B BERGG

LI RSB IS R VPR AE P RETRMERE UL B TR R 451 (W& T x86 MIASY) LR
PERERIEEAML - EAEIRIIBRIE R GUERZ LRI, RFTEVIREIE A HLUARE, X AT LA FE )



211§ distro (%140, RHEL 4.0~ RHEL 5.0 %) BE15 . BERIRMBIERTIN LT RFLLIE B R

g8, (BARFATTEELUH P B R AR 7 B2 S0 -

WRARH Intel VT F1 AMD SVM CPU iff:, LI RS R IRE T R BRI Z P LA - 78
Intel VT B AMD SVM RGiH, {RALERBEIRAERIE RGO Z X ME RGN - ZLIEE I RG5H

o MTRAMFEILA Intel VT-x B AMD-V Pacifica #1 Vanderpool A& -

o HT ia64 1Y Intel VT-i

o Linux 1 UNIX #{ERSE. 445 NetBSD - FreeBSD #il Solaris

o 1ENRH Intel Vanderpool B AMD Pacifica FAIARZERNZ FHLERIE RS

Microsoft Windows -

F/E Hardware-assisted Virtual Machine (HVM) - Intel B, AMD F& 8 R4 Bia T2 RIS,

IR EIRE CPU, FPRE B &FTRRIIAE

FERELGHT Intel L) CPU flags, #ATHAIG2:

grep vmx /proc/cpuinfo

FHan T

flags : fpu tsc msr pae mce cx8 apic mtrr mca cmov pat pse36 clflush dts acpi mmx

fxsr sse sse2 ss ht tm syscall nx lm constant_tsc pni monitor ds_cpl vmx est tm2 cxb

xtpr lahf Im

WRHBELT vmx flag, IEAMRE] CPU #7F Intel Z0HF -

BIOEIREDE AMD SCFFHT CPU flag, BEATNHAIAS:



grep svm /proc/cpuinfo

cat /proc/cpuinfo | grep svm

FHan T

flags : fpu tsc msr pae mce cx8 apic mtrr mca cmov pat pse36 clflush dt acpi mmx
fxsr sse sse2 ss ht tm syscall nx mmtext fxsr_opt rdtscp lm 3dnowext pni cxb

lahf_1m cmp_legacy svm cr8_legacy

WREELT svm flag, MIFERRAT CPU FH AMD 3CHF .

”

AY

FE

7

PRTHE CPU flag, RRIZFE RSN BIOS /B HsEREIML -

3 = SR

IR REIML R G S He 2 A0 23 R GUH RVFIRTE x86 ARG RS L P6 (BER) AHEERZ1TLLME
R R SGE:

o Celeron

o Pentium i

o Pentium Il

o Pentium IV

o Xeon

o AMD Athlon



o AMD Duron

AR RRE, 32 MEVLGETT 32 MR RLE L. 64 MEHLLGETT 64 A2 iliLE
M- 64 P54 B L FNLAT LLEFT 32 L~ 32 i PAE 8% 64 1% ¥ - 32 (5B FHLAT LLEatT
PAE F13F PAE 52 & BEHMLE L -

KT x86_64 R4t ZLME{L Linux UL RGINAZA ST 32GB N o AR IR EAE T
32GB YN ARG L5 FIERMLNE, R BEAZGSITERIN mem=32G 24 iX1-FF
R THE grub.conf S0k BERERH IEMK S AL

title Red Hat Enterprise Linux Server (2.618-4.elxen)
root (hd0, 0)

kernel /xen.gz-2.618-4-el5 mem=32G

module /vmlinuz -2.618-4.el5xen ro root=LABEL=/

module /initrd-2.618-4.el5xen.img

PAE (Physical Address Extension) J&—Ffky F 7 iR F R S I B SR LN A2 OBR - LI L
RGERAGEGIESNN PAE . WH PAE CRFHVLLIEREFML 32 Ak REEH HB =l 16GB 3
N7 ARG RO RN R HLE DR 256M V17 -x86/64 (iiles BB RSiRE
A LISHIEA 64GB WHIAE LRI NZAESE PAE R TCIRIZTT - EANEIRHI ARG D
PAE, AJLUBEARTE AT

grep pae /proc/cpuinfo

RN T A
flags : fpu tsc msr pae mce cx8 apic mtrr mca cmov pat pse36 mmx fxsr sse syscall

mmtext 3dnowext 3dnow up ts



SR AR AN B AR (BaE Rl | ARAMRE) CPU SCRF PAE » IR @ QIR AR, 3

BHYRED CPU ANSCHF PAE .

F 4 B BRI ATHARSER

TS H I E LR R R ST K Y

o IEWIZITHIZLIE RHEL 5 Linux A4
o A/ GRUB 5| 9388 T

o RUFMAIFR

o P6% (HiER) Mt

o The Linux bridge-utils

o Linux itk R50

o zlib FF&E

o Python 2.2 runtime

o initscripts

PG R AR R BB L E -

% 5 ® 5§ A%

FEZA T IMCANR, ROERRARS - L5 SFZME, RS FE —HEXE RS E M
HAENRE LB AT, R LARA P ESR - xend SHPFRERIZ C2HY initscripts FIIA1L,

REFTE50 xend, BRI

service xend start



el LU chkconfig xend #f xend 751 SHEZ) -

xend 7 SIEHISFF AT B R AR EEINEE . XS REHERML R IR, BAE
FOHLHIT R H - ZEARIBEN xend ZH], RUAGET JEE xend FIECE X xend-config.sxp Kf5 € #1E

SR XA LT ete/xen HRT -

% 6 = i’ ® GRUB

GNU Grand Unified Boot Loader (8; GRUB) J&—1ikH F7EREG05| S i 23S iR E RGTE N

RO - E P IESEUE AN - GRUB MBECE X (/boot/grub/grub.conf) Hfl
## GRUB 3¢ 5 LA H B OB ERGIIE - H1R%% kernel-xen RPM BT, %35 (post) B

AE kernel-xen % B IA%| GRUB MIBLE M B  /RATLIF L4 grub.conf #/E M THE

GRUB Z#{:

title Red Hat Enterprise Linux Server (2.618-3.el5xen)

root (hdO; 0)

kernel /xen.gz.-2.618-3.el5

module /vmlinuz-2.6.18-3.el5xen ro root=/dev/VWwlGroup00/Logwl00 rhgb quiet

module /initrd-2.618-3. el5xenxen.img

MRV E S REIERK Linux grub 458, 51 5EEHEFSEA hypervisor~ initrd B4R Linux
W% - BESR ST NI EREMEEMZE B 2 &, WIZSEWEANG - 51T HEFEF I hypervisor
M Linux N AE (FE%) 417530 FHEZRGIZ: HERT B Domain0 linux NZN IR

il 7E 800OMB ZA:

title Red Hat Enterprise Linux Server (2.618-3.el5xen)

root (hd0; 0)



kernel /xen.gz.-2.618-3.el5 dom0_mem=800M

module /vmlinuz-2.6.18-3.el5xen ro root=/dev/VWwlGroup00/Logwl00 rhgb quiet

module /initrd-2.618-3. el5xenxen.img

{RAT LI L GRUB S EURELE EILE T (hypervisor) :

mem

PR TATHT domain0 IR FEE -

coml=115200, 8nl

XEMTARAGREME - HORALBTERSE (com2 WAHL T —MRA, EWHR)

domO_mem

PR T RTHT domain0 IR FEE -

dom0O_max_vcpus

IXFR# T domain0 A LAY CPU %% -

acpi

IXH ACPI hypervisor #J#:Z hypervisor #1 domain0 - ACPI £ 645

/* **** Tinux config options: propagated to domainQ ****x/

/= "acpi=off": Disables both ACPI table parsing and inter preterx G4



/% "acpi=force": Overrides the disable blacklist. */

7 "acpi=strict": Disables out-of-spec workarounds. &/
/% "acpi=ht": Limits ACPI from boot-time to enable HT */
/% "acpi=noirg": Disables ACPI interrupt routing. =/
noacpi

XA T T interrupt delivery A ACPI -

%7 & 5| Sl

IRATLAER xm B2FR5 1 S& P . /R LU virsh FIEEIWLEEEE  (Virtual Machine
Manager) K5|S% . 515% PHUSEERF MR E R Z A EL . MHIEHT Xm create iy

# xm create -c guestdomainl

guestdomainl BRT5ISEsEHECE . -C EIFRES | SE SR SRR & -

% 8 B E5| S B sh/F 1k

AT AZEARART S B S Bh Bl 5 1E32 4T B3, - Domain0 7688 2 BT B & B AT B9 6 B « 1R B R AR %
FRE L E BT Jetc/xen/ R T - FrEREES SR EsELEE] [etc/xen/auto
BT S HERE

chkconfig xendomains on

chkconfig xendomains on @442 BEhEEE, ERETIRE| SR EZE .



chkconfig xendomains off

L ALFTHIBTINLIIRE A - chkconfig xendomains off & #E TG 5 5 b BT O -

%9 & FLE M

BB AR ELE A S THEAAMES B . XS RN BTV AASE (") 3Rk . XL
BT [etc/xen BXE -

iH AR
pae TRE YA ERE AR -
apic 6 E R AT SRR O I 1 o B T B AR
memory 155 L megabyte S HALHIAAE RN
vcpus  FRREREHL CPU UALE -
console #EESHIHEHIGHHOS .
nic 8 € R AL 45 52 O AOBLE -
vif G HBEHLABLA MAC btk R FH 355 90 28 b1k () R 175
disk G H 5 H B HS & LR AR 5 R 3 & B .
dhcp Ffl DHCP jE M4 -
netmask fRERLEM IP MG -
gateway FEERLEM IP K-
acpi 6 M R ALE R R O R 2R -

# 9.1, AMEEM ARG E I

% 10 = & CPU

LIMERE UL R G ARVF R AIRE UL CPU 5— A EE DN CPU MREK - iXATLIFRE— M EZ 1%
FHLE SRR B o 24 B - R AR B A B ) CPU BORRT, X A5 AT AL LR RE FULL
RGN AL EER BRI o RAREASZ TR /O TRIRMEIESS, i AR LIRS R T
domain0 J&— > 17 {00 < LDIE R UL RSG5 MR (credit scheduler) HEhH7EY)
# CPU Z AL CPU # i FSRE R FREEHI A F R G HTR - RE R CPU B ZER M3 CPU £,
MR RGO R iF E AR R R R ERIE -



% 11 & BiE

BARITEITREE N — 2 B NI 2 Ao —E TN - LRI RS MM 2 —
offline Al live - Offline B AR I BT {5 UL HA2 NIV E7E B R EML ERE HAT B9 5 SIE B —
B ENBEN A —E N - Live BAEMAME R, (EAERNE . ST live BiER, H4REEF
WHES), WHPBIAERE CH IR ESERMTT - ZUinit—1 live 18, W& EVELILET
LIRSS xend SRR - HAIENLLAUE REOBTIR (INANTF) SRANRIEIE B 58
(bandwidth) - JRFEHLAN H B EHVERLAUE A F R A REEHOFIREALY R (40 i386-VT - x86-64-VT

x86-64-SVM &5) H#E AL THIFR) L2 7K .

LIAERIER . B/ MAC 1 1P #ihkthiE 2 %% - FUF B AR layer-2 MZ&F1F M HIRE IUBLA GERL
hiSAE - Qi B AT R EAFR 7R, EH A LT THIRLETE domain0 FIEHET A B &S
EtherlP B IP & - xend P fE(= 10, HNFIEEEREFRTAHEHENE - BT localhost

(#HZ /etc/xend-config.sxp 3CfF) , ZLMEREFUL AL RPM BUIHELAE AR H AR ZHLE)
oAt o G5 BTN EESZ AR ENLRIRAEIE K, (R AUEEH BIENLAY xen-relocation-hosts-allow
S8 FRBCERAENS], E/ NV ORLE RV EHLH TR -

BESRIX LI S AN KB ST AL, XN R AT RE SV REIR AN [A] o AnER AR FEABTH 5 1 I P 8 2 1Y)
o, XEERRAE BN EORE . SSH EHEROZANINFT A - BV FZLIE B UL R SEH) iptables HLI
RERAVFE AR - B ARVRXMEEE, (RO TR iptables # -

{RAT LA xm migrate #4 4T offline F1H:

xm migrate domain-id [destination domain]

HRAT LMFEFH xm migrate fi &3 HUT live B

xm migrate domain-id -1 [destination domain]



PR AT RERR B B EFTHLES B & - IRATLLFER] xm console 4t AT E#ER -

F 12 = L ERMLSN A

TR B RGTR AR R AT FILE IR R R — B 2R A0 A, HARIMUT AN, EFRERE B E LM
BLEAERE L A LUK e ORSL BT -

Bl R % R A S B s B R E RS domn O BB AR O - X & L vif -
<domid> 1 <vifid> #as - vifl.0 28 1 B0, vif3.1 28 3 BEiE

Mo

Domain0 AELX LR O EANETE, XFTRHE . Bl ERRESE, ERAMMED Linux 255
xend SFHFHREEH B> shell BIASIIT AT R O AR E - X LA BT L%
FHCE B — BRI o AT LA RE SO R A SR e A A e e R R A7

LR EE ML RS 2 R I ASEHIE): network-bridge # vif-bridge - 45 &L=
RER, xend XL o 7T LIEX IR E NS EORIRIEASNY_ LT ER o XA T
/etc/xen/scripts B fRrILIA Jetc/xen B3 T#) xend-config.sxp FEE SR 252z X LfiHl
ARHJEIE -

network-bridge — 3 xend JEzhalfF LR, X AEAYIIG LB (FILEMMYS . 255, PRt
HREAEMTT xen—Dbr0 i€ ethQ BEX Mt E, BEESIMAEH - 4 xend &/FiR HT,
EMERX AT ethQ, HIIKERIER 1P FIREHACE -

vif-bridge - ¥ THEE SRR D, X MHAREEE . ERCEN ORI BT vif Az
BRI L

YR AT DA P EC A B AR R B R 2% B ST TR REUML RS, 10 network-route- network-nat-
vif-route, #1 vif-nat- s XLAR LIH B E LHZEERER .



% 13 %= %% Domain0 %2t

HTEVRA A R IERNZAM AR BB B RGN, IRLAHTR domain0 A% - Domain0 2403
AGUE T FE- AR domain0 N2, BT ARG E R HAMIEEE 52 Bl i) AL R ST EE ALIE
LRGN, REOZEIE LKL 2R T . SAFERNEMBRE—E, REZOE— P ERE L,
EEEBRIEMSARELIB RN RS EBITRIRSS H), USSR RS IRERI - THERS
FRE TR 75 25 R A — Lo 2 R

o FUBtTHR/MUEKILFRIIRS - NEAE domain0 BB T RE MESFIARS < 21T HIRS /D,
B .

o JEH SeLINUX #i#E domain0 #%att -

o [ERMJIEARHIE] domain0 FEER - (R LI ERAH default-reject FUNIHIFG A5, X
FE B TR domain0 AYHE - FREIFIZS facing RS RREEM -

o ANERVFEEMHFYIFE domain0 . iR R RYFEEH iR domain0, X AIRER FEL

domain0 5% X itfE, domain0 B2LXHM, AFdET KSR T RS MR 205 -

% 14 Z FhE

BT ERE B - /RATLIE domain0 MEER G & (AN X) 1ERN B &

(virtual block device, VBD) 5 %% FALIE (40 AT LUEH M 7 XBG B 5 1 5h file-backed FEHUL
Pifsg o RGP, TIEEPULRZEEE B A LVM F1 blktap - VR AT LUEFFRERI LML, 10
NFS - CLVM =i iSCSI AR (R LA 204 -

% 15 Z H virsh S EFIHL

15.1. #H 3 BERT


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-hypervisor.html

15.2. G#ERE

15.3. XML

15.6. (REEHY

15.8. KUEIIHL

15.9. EHIETIEN

15.10. #& k3

15.11. 1% 1 Domain ID
15.12. #% Domain ID R 3k
15.13. ik 1 UUID

15.18. fil B4l CPU KB

15.19. il B EH CPU 4R

15.20. FlE NI
15.21. 5 B

PRAT LMFE R virsh R2ERE R . XA TEEH libvirt management APl #JZF:{ERH xm TE

s ETAL IV E B R ORI Y - Unprivileged F P ATRMEX AN TR T A BHRE - WRIRITHE


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-config-max-mem.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-config-mem-alloc.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-config-vcpu-count.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-config-vcpu-activity.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-display-vcpu-info.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-display-dom-states.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-display-node-info.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-display-domain-info.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-domain-uuid.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-convert-dom-id.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-convert-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-term-domain.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-reboot-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-shutdown-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-restoring-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-saving-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-resume-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-suspend-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-config-dump.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-create-dom.html

217 xend/gemu. REZIE xend/qemu ER RS Rt  FEB T HMBCE G, B
FEEhRS, xend/gemu RHERIRSSZIT ARATLIE virsh F7ERIZARE A1 xm THE—#, AT U

£

W4T BIZIT virsh .

15.1. EEELERF

PRATLAGER virsh SR — DR T 21

virsh connect <name>

RXEK <name> ZEERFIERLRE - REEiRi— 1 RiERE, £ —readonly Fff

AR A4 JE T -

15.2. Q&I

PRATA XML L& E R — DRI 278 - RS — P IER Axm QEERZ AL, R
AT LI E A — UL

virsh create <path to XML configuration file>

15.3. fii & XML #%f%

PRATAGER virsh 3 BRI LT — D ERSE A% -

virsh dumpxml [domain-id | domain-name | domain-uuid]

XA EEEEE XMLER) 3 stdout - WRARIEIX SEIERESSCHE, fRA] LUFEH
create SEUUCREHGIZERE L -


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-create-dom.html

15.4. FEEL

PRATLAGEA virsh St 5 4

virsh suspend [domain-id | domain-name |domain-uuid]

LRANELE TSR, ENRAHERRGNTE - SR AN S E A ML /0 o XM RIER L AR,

BHNLLIE resume I T EFHED) -

15.5. KE BNLELBT

PRAT LU virsh Sk S — R AR UL

virsh resume [domain-id | domain-name | domain-uuid]

XRIER AR, EIWURSRLT suspend #1 resume BIJEER -

15.6. PRFREFINL

PRATLLBER virsh FAEREUNLE) = BPRES RAFE]— S0 BL

virsh save [domain-name][domain-id | domain-uuid][filename]

XA E IR TS B R R IEEIER R AR SO B, XN R AT OB Rl 8 B L 3 FH A N 3 &
TEANE - fRAT LU restore i kK E LIRS -

B

15.7. E UL


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-restoring-dom.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-resume-dom.html

IRATLARER virsh SRIRE 2 A virsh save Emp (RIS -

virsh restore [filename]

XL ERED T RERENIL, X RHE—BE - EUYLRZ T UUID RS, [Ha 00
— T id -

15.8. < EINL

PRATLASEF virsh 556 P R FIAIL:

virsh shutdown [domain-id | domain-name | domain-uuid]

‘it EH xmdomain.cfg 3X## on_shutdown 24, kel LAz EIUNLE S AT «

15.9. EHEEIUNL

PRATLASEF virsh SEE BRI

virsh reboot [domain-id | domain-name | domain-uuid]

#EiE R xmdomain.cfg XCHEE on_reboot 24k, fika] il UL E = £917 0 -

15.10. #1135

YRATLAH virsh SR EHA BRI

virsh destroy [domain-name | domain-id | domain-uuid]


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-saving-dom.html

XA AT — DL ungraceful KHFFE LR E A TE GG AT AES B RE UL BEH #9730
RGBT - U Y EUYURERGINREET, (74 RIZEH destroy @5i. X FfEMN, /&

pZfEH shutdown #%5 -

15.11. {44 Domain ID

PRET LA virsh fE3EE42 5% UUID #4275 Domain ID -

virsh domid [domain-name | domain-uuid]

15.12. i Domain ID &#i k4

YRATLLA virsh % Domain ID & UUID %3t 54 -

virsh domname [domain-name | domain-uuid]

15.13. A HN UUID

PRAT LA virsh 2384 55455 UUID:

virsh domuuid [domain-id | domain-uuid]

15.14. S rEHNIEE

YRATLAF virsh & RN domain ID ~ 1544 8% UUID RS EI RSN E &

virsh dominfo [domain-id | domain-name | domain-uuid]

nllk

15.15. ERTTAEER


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-task-virsh-shutdown-dom.html

YRAT LR virsh SEERT SER.:

virsh nodeinfo

B L AT T T 2R AL

CPU model x86_064
CPU (s) 8

CPU frequency 2895 Mhz
CPU socket(s) 2

Core(s) per socket 2

Threads per core: 2

Numa cell(s) 1

Memory size: 046528 kb

KRR T RS BRI R A REAIHLES -

.

15.16. ZorELNNLEE

PRAT LA virsh S EoR BEFUBLE A0 2 FiRR A

virsh list domain-name [ —inactive | — -all]

——inactive I H R ER K (EEHE UESBIRESIRIED) - — -all I FrE fs,
BIETERAIANE I « Bt ROAZAN T BIR L

ID Name State



XA NPERE:

15.17. ZoREHL CPU 5B

YRATLAH virsh S E7R LR R CPU (8.



15.18. it & &l CPU *xEL

PRATLLH virsh SRECERE L CPU FI4JHE CPU HIK -

virsh vcpupin [domain-id | domain-name | domain-uuid] [vcpul , [cpulist]

XEM [vepu] ZEH VCPU #1515 [cpulist] #1H T## CPU F5 .

15.19. AL & EHl CPU M=

PRATLLH virsh SRAEECE ML) CPU ¥i& .

virsh setvcpus [domain-name | domain-id | domain-uuid] [count]

ER, BE AT (R QR I T8 E 05 E -

15.20. fi&E NFE B

PRAT LA virsh SRAEECE DI N 7750 A

virsh setmem [domain-id | domain—-name] [count]

rirEE [count] (BAKB R#AL) - R, HrEARERE ROIEEUNEEEE . KT

64MB HIERTRESIE TAFE « /RAT LURSETR Z R SUNLAI AT -

15.21. il E AN HFEE



PRATLAGER virsh SRAESUEE LA SRR ARG -

virsh setmaxmem [domain-name | domain-id | domain-uuid] [count]

TRHESE [count] (LL KB J#fL) «JER, BHMEANGERIT IR EIEE N 5 EFEE - 8T 64MB
WIEFTREBE AR - BORATFRE A SR Y BRI EER  (BRIESCE T — P RERIE, X2EEN
FFHIER) -

% 16 = FH xend EHEHINL

xend T SIS HREPT R 5 WU R R R GUE EINRE o X ST R R R UL RO BT, T
B xend X415 BIUWLHITAAE - fEIREE) xend ZHi, LG8 xend FIELE X+ xend-
config.sxp RIEERESE, XM HLT etc/xen HF - THERALIE xend-
config.sxp At &0 B A s 24

gE| AR
console-limit B G RSS2 RN AR R R BR ], DASSCR ZE Rt T 40 B
min-mem & domain0 REHIE/INNFEEE (DL MB REf) |, WRH 0, NME
AL, -
domO cpus 85 domainO {FFHY CPU #& (BR&HBIL 25 HE—1 CPU)
enable-dump FERE Y K AR TS A (B 0)

external-migration-tool 157 F RN & S AR AN FARF (AL T
etc/xen/scripts/external-device-migrate)

logfile e BB E (Bt h /var/log/xend.log)

loglevel +85€ H%#30: DEBUG-INFO -WARNING -ERROR &} CRITICAL (%
5y DEBUG)

network-script R B MSTREREA (WAL T etc/xen/scripts BF)

xend-http-server EHEH http stream R EEH RS (& no)

xend-unix-server JBH unix BEEFRS & (BEEFRSSE—MEELA, EAHER

T I B B ol AR L A ) -
xend-relocation-server j&HHTEVZBEEMN relocation kRSS2 (544 no)
xend-unix-path feiE xend-unix-server @i HEURaE (Fig &

var/lib/xend/xend-socket)
xend-port FEE http EHRSS 2SO (545 8000)
xend-relocation-port T87E relocation kS5 PTEHER M (B4 8002)



iH Eiiipa
xend-relocation-address 5% RN 2SR MTE
xend-address FEE W ER T RS ar R & Hst kit

# 16.1. LIMER ML 25/ xend il &S

TERE T IXEEESEUE, (RRIZE xend 2B IEMEIT, WREH, MUBNLE - £

PRAT A N a2 R 50 xend ST -

service xend start

PRAT LA xend SR {5 15X SFIPRE

service xend stop

PRAT LU xend SREFT R B <FH#EE:

service xend restart

SRR ER T -

RAT UG E xend SFHPFARAPIRE -

service xend status

N AV BN T ST R AR -

517 F HEH xm EHEEL

A

=)

7

A

P



17.1. xm P s 4

17.1.1. vfb

17.2. H xm BIEFIE FEE

17.2.1. iEEE,

17.2.2. Oz

17.2.3. I

17.2.4. 213

17.2.5. M

17.2.6. KE

17.2.7. =

17.2.10. Wi E i 4

17.2.11. #{EH

17.2.12. RS2 1T

17.2.13. 114 %] Domain ID

17.2.14. i Domain ID yopE]
17.2.15. B ANFE2 L
17.2.16. . =

17.2.17. fitE VCPU %=

17.2.18. F%E (Pinning) VCPU

17.2.19. BiEH


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s19.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s18.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s17.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s16.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s15.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s14.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s13.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s12.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s11.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s10.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s09.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s08.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s07.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s06.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s05.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s04.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s03.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s02.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s02s01.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/virt-task-xm-create-manage-doms.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch17s01s01.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/virt-task-xm-config-file.html

17.3. SN

17.3.1. PUTEOLERiE

17.3.2. SCRHHbR 1T Wi

17.3.3. FoREURES

17.4. B Rin THT A

17.5. &8 VCPU (55

17.7. R TPM %%

17.8. R xend HiE

17.11. T R Vnet

17.12. FoREMIRY

17.15. K IFEPMBE &

17.16. AIESHAY Vnet

17.17. 1k Vnet

17.18. AFE 224 F5% (Domain Security Label

17.19. it R

17.20. BoRAGHTIR

17.21. i & Credit Scheduling
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17.22. AE—MHRIEISE &

17.23. b EEE &

17.24. @4

17.24.1. MHBRISZ AR

17.24.2. OIS IEZ 2R

17.24.3. B EIR 2 MR %

17.24.4. Vi [ 45

17.24.5. BIFEKERE

17.24.6. JNEEHG

17.24.7. N5 SELE SOOI RS

17.24.8. BIFEFRE

17.24.9. GREISIRE

17.24.10. BoRIZ 2 MRE

17.24.11. GORTIRZ MRS

17.24.12. U [l B a4

17.24.13. YRR

17.24.14. MN#EZ 2MEHERE

17.24.15. i B 5| G2 e

17.24.16. BoRZeMIRE

17.24.17. [fihn& e Mins

xm NHEFE—NATENEE TR, EAFmiEREOLEE LIRS - fEH

xm HIEREAE, RLATIR xend SFIFEREE RS BT .
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17.1. xm B &

xmdomain.cfg HFE S RLIIESHIRIESE, AT etc/xen HE . THEHZE—L{RA U7E

xmdomain.cfg i B 5 A RS

HiH AR
kernel RTE AL BRI 42 PR 8 B8 12
ramdisk g AT ramdisk [ initrd F4FR € 1%
memory POETESUR BN T A BN A3 (DL MB Sl BT
name B I I ME— 24 FR
root DB R 7
nic PUERM AR O R EE (BEh 1)
disk PR RBAS A — =R 512

- mode - & &R,

- backend-dev - S HERFHIERE &

- frontend-dev - REE & EFEAE R LI 1T

vif PO P OBSE (B R —4 name=value #1E) -

builder HOEFEIR L (B Linux)

cpu PLEBE BT T CPU P58 -0 FoR8—1 CPU, 1 FortE A, Bk (B -
1 .

cpus PUESE VCPU _ERIFRLE CPU & RIHUTHI

extra HE NS BT B BT i f HAb 5 B,

nfs_server  {PEMTHIZER NFS iR %1 IP itk
nfs_root RAE NFS R55 25 FIR H k14 R E B8 S

vcpus RESEABRIED CPU &R (Biah 1)
on_shutdown iz=3 17 (shutdown) FIZ5CEm% DomU m#sH graceful M (57 xm
shutdown)

on_reboot BB R ZEck % DomU WE ) graceful =& (5] xm reboot)
on_crash tegEmg DomU g ris e 551 .

% 17.1. xmdomain.cfg FE i

17.1.1. fic & vfb



vfb E— Ml E Xy 'stanza' BUEESLIIZE M . stanza {UF —%H name = value fIRE, T ERE

xmdomain.cfg.5 SR, BAESHT - BB SRR vib 5 BRI EARR:

vfb = [ "stanza" ] "namel=valuel, name2=value2, "

i#id& 7 Table 16.2 BE/REEIN, {RA] LAft— P ECEIRE) vfb 2A5E:

i H A

type VNC type EIR#IIEIL— M EREZESMEE VNC viewer B VNC IR 2415 . sdl &I #1410
NERE viewer .

vncdisplay &R VNC display 53 (5& 8509 1D {H) -VNC RSS2 Wil s 1 & 5900 +
display 575 -

vnclisten  VNC RS #EIMITHLE (5k&°h 127.0.0.1) -

vncunused FUFE, WRIEFRIE, 7 VNC RS FUIUTT 5900 2 b RIEE— MR AR -

vncpasswd T Xend FTECE RIEWE 20 -

display JEHNE viewer (FHKIEREE (B4 HEMRZE & DISPLAY) -

xauthority &N viewer {FHFFACIHE (B HEMEAZEE XAUTHORITY) -

#* 17.2. vfb L& IR

17.2. F xm 0208 HE

PRATLLBE A xom R PR O SR F o

17.2.1. FEEE

PRATAGEF xom SR £ 2 ki FE FULML -

xm console domain-id

X A NE domain-id BSORERIE -

17.2.2. A



PRATLAGER xm S

xm create domainO0Qd [-c]

2T —1%% domain001 #sE, EXX AT /etc/xen/ B [-C] A IRERZE R
FaE ) 5 A B AR PR

17.2.3. {8

PRATLAEFH xm SR LRA7 S

xm save [domain-id] [statefile]

17.2.4. & b5

PRAT AR xm R4 (R

xm destroy [domain-id]

XA IE domain-id o RIS AT R L R EX AN 21E, RAT LU

shutdown Z4-

17.2.5. XHH

PRATAGE R xm SRSk AT T3

xm shutdown [domain-id] [ -a | -w ]

[ -a] EHE KA RGRMBFTEE . [-w] BT TERER 722K -

17.2.6. KB 5,



PRATLAF xm VRS LAFT PR A7 3K -

xm restore [state-file]

17.2.7. i

YRAT LA xm S

xm suspend [domain-id]

17.2.8. {figdrE21T

PRAT LA xm S0 2 B B8 (S AR ARSI AT

xm resume [domain-id]

17.2.9. EH/EhE

PRATLAEF xm SR 2 R

xm reboot [domain-id] [ -a | -w ]

[ -a] ST ERRGCEERE . [-w] ETFREHFE MM ER R - B EK
xmdomain.cfg XXHEK on_boot 24, {ral L= SIS E#TREEIT R -

17.2.10. HHEGZ

PRATLAA xm Sggassio Bl — D2 5

xm rename [domain-name] [new domain-name ]

HAE G AR RS HERARRE (HREER . NFEEE) -



17.2.11. &=

PRATLAEFH xm SRS

xm pause [domain-id]

17.2.12. {FEIKEE1T

PRATLLH xm SR AR 21T

xm unpause [domain-id]

XAFFIEEFEF (hypervisor) A DLVEEEH -

17.2.13. #1554 %] Domain ID

PRATELBEA xm SRIEE# #5449 domain ID:

xm domid [domain-name ]

17.2.14. i Domain ID ##i )34

PRAT LU xm # domain ID #5 #1842 .

xm domname [domain-id]

17.2.15. FLENFSEL

PRATAGEF xm SRAEECE A 77 93 B :

xm mem-set [domain-id] [count]



AT _i}:‘
FE

S BLLE I N AF AN BE RS I 11 58 — IR B SN F 2 OB -

17.2.16. i EHANFEE

PRAT LA xm SRAZZUS AT RN P ECR

xm mem-max [domain-id] [count]

rsiteE [count] (L MB REfL) -

17.2.17. i & VCPU % &

PRATLAGEFS xm SRAEEURET VCPU %&::

xm vcpu-set [domain-id] [count]

rsiteE [count] (L MB REfL) -

AT _i}:‘
FE

S BLL I N A AN BERS I 1 58 — IR B SN F 2 OB B -

17.2.18. [#@E (Pinning) VCPU

PRETLLA X 2R E 234~ VCPU:



xm vcpu-pin [domain-id] [vcpul [cpus]

XEK [vepu] ZRFETEER VCPU, [cpus] ZEFr. EE (Pinning) fRIET H4LL VCPU HfE

IBATTERM CPU | .

17.2.19. BiEkE

PRATLAGE R xm SRAZ AR

xm migrate [domain-id] [host] [options]

X EK [domain-id] 2rERERE, [host] 2HFr. [options] @#F —Ilive (&

-1) live #648, = resource (= -r) fREBHEARIHEE (UL Mbs N#AL) .

EWRRII A, (ROIRIE xend SFP T ENTE FEVE L - BT R EYLL T2 T4I0E
RHEL 5.0+ F3THH TR TCP i K K2 IR EHLAERE

17.3. LRI

17.3.1. HUTIZ D%

PRI A xm SEHTELZ LRI N ELGE -
xm dump-core [-C] [domain-id]

P LIEEMNLEIN R fvar/xen/dump/ BRER xendump SR - 4RI -C

iX
WEIGORLE 1 ERE UL -

17.3.2. SERFHGHE AT A



PRAT ASEFE s SRS Hb WS P04

xm top [domain-id]

17.3.3. SoRENRE

PRATAGER xm 2R 2R — P M s s R

xm list [domain-id] [ —long | —label]

IRA] LU 2 MR B 2 1 [——long] T ALk € rsl i i E R - [——Ilabel]

BRI T — 1 FBORER label IR« HiHian

Name ID Mem(MiB) VCPUs State Time
Domain0 0 921 8 r
INACTIVE

Domain202 1 921 8 s

205.0/command ACTIVE

DomainQ/A 2 921 8 b
INACTIVE

Domain9600 3 921 8 @
ACTIVE

4 VCPU H 7S MEPIRA:

R i3
running  FIHI S FEIERED CPU _LTEShAIE
blocked  FIH#HFHZEREL (X vepu RSN S AL LR, S EHZE)
paused  FI| HHEHEE A,
shutdown #1| tH TE4 5 [ 435
shutoff &1 Hi TV 58 4 S P A3,

Sk

Label

204.9

2051



R iR
crashed %1 H B 1543
inactive  ZI| 2 A TE B L5 Bk
—all FIH R TEENEAIE IR vepu SEBI AL

# 17.3. HIRE

17.4. TR TH]HE]

PRAT LA xm SR B oRiB 1T A

xm uptime [domain-id]

BT

Name ID Uptime

Domain0 0 4:45:02
Domain202 1 3:32:00
Domain9600 2 0:09:1

DomainR&D 3 2:2:4

AN

17.5. &7~ VCPU E &

PRATLLH xm & BoRIH) CPU 56,

xm vcpu-list [domain-id]

TRLAHERE IR ESH IR vepu - IERILETERE, FrEEE vepu FRRHIH -



17.6. SEoRiEER

PRA] LU xm R B RFIEE S

Hrdan T




xen_caps : xen-3.0-x86_84

xen_pagesize 4096

platform_params ¢ virt_start=0xffff88000000000000000000
xen_changeset : unavailable

cc_compiler : gcc compiler version 41 200060928
cc_compile_by :  brewbuilder

cc_compile_domain : build.redhat.com

cc_compile_date : Mon Oct 2 I00 EDT 2006
xend_config_ format s 2

17.7. &R TPM X%

PRATAGEA xm R BoREEIL TPM %4

xm vtpm-list [domain-id] [—1long]

[——long] &AL T /RETHEE s AR E R, -

17.8. T/~ xend HiE

IRATELEER xm SR ER xend HERIAA:

xm log

BHERT xend BEENER -



17.9. BR{EEZ (Message Buffer)

PRAT AR xm SREE xend HITHE &
xm dmesg

BHERT xend HEZHHIAZE .

17.10. @k ACM IKEEE

PRATLAE A xm SRERIEZEFERF (hypervisor) £ ACM RAEE.:
xm dumppolicy [policybin]

17.11. &~ Vnet

PRATAA xm REH UM

xm vnet-list [ -1 | ——long]

L

List Vnets

-1, —long List Vnets as SXP

17.12. BoRENHEE

PRATLAH xm BB A ERIZ %



xm blocklist [domain-id] [ —long]

i R R IR BT A€ AOSAT RS

17.13. TonEMgRE O

PRATLABE A xm BB SR R AL 4550

xm network-list [domain-id] [ —long]

i R R IR BT SE AR ML 2 1T

17.14. SR 4%

PRATLAGEFS xm SR A& — DRI LR

xm networkattach [domain-id] [script=scriptname] [ip=ipaddr] [mac-macaddr]

[bridge=bridge-name] [backend-bedomain-id]

THZERANESE

ZHY ik
[script=scriptname] S FHE & AR J3 5 P 4%
[ip=ipaddr] fEFEE HIBAR £ (B 451G B 2%
[mac-macaddr] I LA A5 ) MAC Hitik

[bridge-bridgename] Mhn vif frg&ran
[backend=bedomain-id] /5 & I id

* 17.4. 3%



17.15. K IFEHNLIEE

PRAT LA xm 28 (E— IR RE FU R 2415
xm network-detach [domain-id] [DevID]

XL LT IRFTEE R 4% 4

17.16. GZE#HH) Vnet

PRATLABE R xm SR — 1] Vnet:
xm vnet-create [configfile]

PR IATE R — N ECE SR BT Vet -

17.17. % 1F Vnet

PR AT LAGE xm SRZ I EIR ) Vnet:
xm vnet-delete [VnetID]

XL IE T IRFEER] Vet .

17.18. i Z 2 ir% (Domain Security Label)

PRATAGERT xm SR A& — P2 2 ERE



xm addlabel [labelname] [domain-id] [configfile]

17.19. M3 5 R

PRAT LA xm SRR E0E A R] LU IR B 2R BR:
xm dry-run [configfile]

XA AR AR A EC B SO LA R TR - EF T B BHRAIR S HJE 1) security decision -

17.20. B R A5 TR

PRATLAEF xm SREF RS HTA
Xm resources

it RoR T ARG R AR B -

17.21. it & Credit Scheduling

RATLAH xm RECEFHEERT (credit scheduler) KIS
xm sched-credit -d <domain> [ -w [=WEIGHT] | -c [CAP] ]

RATLUB] -w] ST ERE (Weight) - (RATLUE [ -] M5l BIE(E (Cap)

17.22. GE—1Hi R &



PRATLAGERT xm SR A& — PRI

xm blockattach [domain-id] [bedomain-id] [fe-dev] [be-dev] [mode]

AEZ FAVEEBAT AR 8, (RERAT LARRTIN (Bl ) EERlR#E . DL DHSEOE:

25 AR
[domain-id]  Fffin#i& & #1215 R domain-id -
[be-dev] WS HEE G EMNEE
[fe-dev] EIAE P A
[mode] B PR A A U [ R

[bedomain-id] 1ENIZ&TEFEMG B

# 17.5. FiHUE&E S

17.23. & FEH L&

PRATLAA xm SR8 — D EVA RIS

xm blockdetach [domain-id] [DevID]

XA AT BHE T R TR E R IR A

17.24. 41

17.24.1. MiFRIEZ 2 MER%E

PRATLARS X SRl BR—Msze AR :

xm rmlabel [domain-id] [configfile]



XA MR T RLE S EE acm_policy frEsHE -

17.24.2. OB FFZEMR%E

PRATLA xm Q)5 — D FRZ 2 MERE

xm addlabel [labelname] res [resource] [policy]

17.24.3. MR HERZ 2R

PRATLA xm S B — D BER % AR

mx rmlabel [domain-id] res [resource]

XA MHBR T 42 5 BRI -

17.24.4. [t & R1#EH]

2T IE REAL R 58 A IR #5581 ] R 1 5 R 4H R 4H Y <Access Control Policy (ACP) 7€ SC5 IR] R AN 22 4
PR o Y335 SR 7[R BTURT . Access Control Module (ACM) 7 FH 33X/ SR - 4 Hi 7 [al 358 i Bk 28 -
ACM KBS 22 S AR Z R E DT IR - SRJ5, ACP 8 F 22 MR A0 Al IR 30 T AT 14 Be 44 3D B8
Ui o ACP {EFH AN F FIFRE S 20

PR iR
Simple Type ACP FiFX MR AR 4 AL A & KL s B s Rl A3« 22 SR g &
Enforcement 3 (Bl T ) AR ER AR S 0 BL2A A R A0S . ESE B UL T, Simple Type

Enforcement U222 1R/ -
Chinese Wall Chinese Wall %44 SEm& 3 RN B35k A 15 ()75 K .

# 17.6. ACP Hi%EH



Mg (policy) R—MAMHUBRIZFIAME XML SUHF (X T2REMREZ) IR . Flin, O

chinese_wall.client V1 W&ET 5 it

/example/chinese_wall.client v1.xml-

LM ML IR DL IR eS8, X VIR T 2 2 SRS AN 28 0 BC AR 25

17.24.5. 07K

PRATELH xm SRAEE— > ] R

xm makepolicy [policy]

XA B T ISR R R A IS [policy.bin] -

17.24.6. INE R

PRATLABE A xm SRS — > ZFE 5.

xm loadpolicy [policybin]

17.24.7. 75| SECE O RS

PRATLAGE RS xm SR HE 32— ISR R E AR5 S ECE B

xm cfgbootpolicy [kernelversion]

XA AR R R S HIE] /boot BB /boot/grub/menu. 1st Ui BAEK RIETT -

17.24.8. 0&E%



PRATLAEF xm SR BIE— PR

xm addlabel [configfile] [policy]

D22V SI SIS E S B - E RIS AN R SRS 8 ST 5 06 B AR FR 2 44 1 DL C -

17.24.9. GREIEIRE

PRATLAGEF xm REE R IREE

xm labels [policy] [type=dom | res | any]

XA R T IRE IR IR E R B MRE (82 dom) -

17.24.10. SR 2R

PRATAGEF X REE B % 2R

xm getlabel domain-id [configfile]

17.24.11. G R TIRZ MRS

PRATLUE xm REE BRI 2R

xm getlabel res [resource]

17.24.12. FE ViS22

FRMLBEMN A2t ReTES xen_source__dir/Config.mk EELXEEA:

ACM_SECURITY ?=y



ACM_DEFAUIT_SECURITY_POLICY ? =

ACM_CHINESE_WALL__AND_SIMPLE_TYPE_ENFORCEMENT_POLICY

17.24.13. fiF LR

XABITFEIR T ERER T G — 1> 2 e SR

xm makepolicy chinesewall_ste.client_vl

X4l T Jetc/xen/acm-security/policies/example/chinesewall _ste H

X TFH client_ vl.map #i client_v1.bin 3.

17.24.14. #2720

AT AR xm S&30E client v1.bin :

xm loadpolicy example.chwall_ ste.client_vl

17.24.15. [t B5| 52 e

IRATLAGER xm BCES| S8 FRINE client_v1.bin :

xm cfgbootpolicy chinesewall ste.client_vl

STy

XA ACM X MRS | SALBE L R 5L -

17.24.16. G RLZeMENE

PRATLAGER xm REE E LHIPRE:

xm labels chinesewall_ ste.client_vl type=dom



THEEE LR TR dom K5

dom_StorageDomain
dom_SystemManagement
dom_NetworkDomain
dom_QandA

dom_Ré&D

17.24.17. [fthn& &M%

IRATLUH xm SRAEZ PEREM B AL E S GX M RFlEA T SoftwareDev #7%)

xm addlabel myconfig.xm dom_SoftwareDev

BithnZe e ERREROR T A 2 5 2 Ak non-SoftwareDev it =5 - XM REIEHE T
myconfig.xm &, ERET —Mzfr5 SoftwareDev HIZERNZEHFE A HESS HI -

SRR OB B S ES addlabel 4R S ERIE access _control & B (LU
ZH) IR T XA SR R

!

kernel = "/boot/vmlinuz — 2.6% —xen"

ramdisk="/boot/Ul_SoftwareDev_ramdisk img"

memory = b4
name = "SoftwareDev"
vif = [ "' ]

dhcp = "dhcp"

access_control = [policy=example.chwall_ste.client_v], label=dom_SoftwareDev]
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% 18 = HEHWLEHE (Virtual Machine Manager)

EHR UL

18.1. UL T 24

18.2. Open Connection & [

18.3. I EHEEH O

18.4. EHUH] Details &

18.8. & R

18.10. FrE kA s

18.11. F = Domain ID

18.13. FoRE CPU

18.14. Fx CPU [ it

18.15. /R it

ARES AR TAEEPHEEE (VMM) & O SHEREFRR R 8 & R -


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-display-memory.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-display-cpu-usage.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-display-virt-cpu.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-display-dom-status.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-display-dom-id.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-config-status.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-display-details.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-restoring.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/virt-install-wizard.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-starting.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-graphic-console.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-vmm-details-window.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-manage-window.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-managing-open-connect-window.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/task-virt-managing-architecture.html

18.1. EHNLEHEZEN

IR RGR— D AFE S, ENHEE—EXENYETER . EUNERE (VMM) #
T 2GR A RN BT -7 FT LU VMM SR E RTS8 2 U LES - (F FH R UL B3

PRAT AT AT AU E BAESS, EE N AF - BCREA. CPU i R EIERE LU ORAF IR VT 15 4k
BPITRIR AT ARG - E R VIRV R SRR E AL & 2108 BRI R GRS HORE 1A W % Bl B
HEfhs i CPU FINFEBTIR « iX S 1A BEYR,  HAT LLsh St o Bose B RE P AAR S5 « (R AR FULL

{FET Intel VT #1 AMD Pacifica fELEIHRE RGTAE G I FE R BT .

18.2. Open Connection % [

B, XE DR IR PR EER T 21 - FRH  (non-privileged) A AT LIRIIG I —D
HEEETE AR RS EE 2R ERIRA 215 X T E@ERINH, TLU%ERE Local Xen host 1M -
PRAT LB %5 other hypervisor J7E URL FEBEA test:///default sk shmE e s it
e RIS, ARATRLEREZE — A libvirt dummy WHEFRF o FER, IR Remote Xen host

screen SE A WY, (R XA ENAE RHEL 5.0 BB S5 -

.l Open connection >

@ Local Xen host!

O Other hypervisor

[ ] Read only connection

[ 3¢ Cancel ] H == Connect I

K 18.1. FEHINLEFEE Connection & [

18.3. BN EHEE O



XAER LR T FrEBTHEMIMS A TN (B domain0) , {RATLIRE BoRiies

B Ml B LR HBLX AL & o 55— D EIWLFF NS pisplay #H], F HILX ML

%) Details &1« RUATLIVIA] rile 5ERBIEFHIELIML -

Virtual Machine Manager

File Edit Wiew Help

WView:
| Mame ™ Status CPU usage VCPUs  Memory usage
o Domain-0 & | Running 0.23 % 8 926.37 MB (90.64%) [ |
(] [+]
[ & Mew

K 18.2. EUNEHEEEED

18.4. E##] Details &

XANE M ERLIE L RS R A% P LB IRA A OB GRS - UUID FEBUER T REIUNLEOME — 2R

PRRTT o

Domain-0 VWirtual Machine Detalls

Wirtual Machine ANiewr

Basic detalils

Marme -

L -
Status: - Runmimng

Performance

CPU usage:

Mermory usage:

926 MB of 1022 MB




Kl 18.3. WL E % Details & H

18.5. RAUNLETEAL S &

SN AR T LT AL - HER5E A B R R SR B S TR M
Bih, (ERENTEREA VNC R B B8t 4 8 0T - R MR B B,

BRI B LS & 2R R A -

| = Wil W TrEU el P aciine Co s ol
Vinual Machire  Help

" (== i3 -

Paaiss Shastdbavan O lerming  Take snapshal  Machine detads

K 18.4. B LEEHIG

PRE A ST AT DABE I FZE A8 (40 Ctrl+Alt+F11) #AERNZ AL VRAT LU FH L B Y
'sticky key' At 1o & X ELEEFEF o AR AT modifier B (40 Ctrl 2 Alt) =k, X DMEEA S0
WiE. HEIT—1 non-modifier $##HAE - F1a0, RAT LI FS1 'Ctrl Ctrl Ctrl Alt+F1' R4 Ctrl-

Alt-F11 AEA% L.

18.6. Fo G N EHE

HRBEMIVERE 2%, £ Applications %%, i System Tools. #JEiEH Virtual

Machine Manager -

FEWVE S 5 ORI -



nl Virtual Machine Manager e | e
File Edit Wiew Help

giew:| All wirtual maching| = |

|] MName ™~ Status CPU usage VCPUs  Memory usage E
0 Domain-0 & | Running 0.23 % 8 926.37 MB (90.64%) [ ]

I~
(] T [+]
& Delet |[ [ New l & Details || £ 0open

K 18.5. HEBIE N EEE

18.7. QUEFH I

EINEFE (virt-manager) BN SRR -

PRAT LASE FEL0E B EE AL B R

o I .

o BB B BLA A AE 1 -
o GUB THUERITERERI BT IR G OL -
o I RMEREFIBTIRA B OAIEE -

o FERINHRE VNC 22 P omih] vE et E o & LI ) 52 2 AL Il & -

R AE T E R FITR RS B2 Linux 5.0~ virt-manager FINZEAE - BTE REU4R

DIFLEATELNE BEFAL N -



TR BN AR FAELLE AL Linux 5 R38R PHLBRME RS IR ERIPER:

e 18.1. QIEF PHLRIERS

1.

E Applications %ﬁ, ﬁﬁ% System Dols, ﬁ?)—ﬁ‘ﬁﬁ% Virtual Machine Manager °

RSNV E B 25 1R -

el Virtual Machine Manager - | =
File Edit Wiewwr Help
Eiew:l All wirtual machines |'-' |
= I Marme -~ IStatuE ICF'L.I usage IMerﬂclr‘y usage z
o Domain-0 e 1 Running 7.08 2 L 23950 me (o1 .saz) [N ]

R

s

Delete || [ Meww || @Details ||

K 18.6. BN EHEE

E File %i, JJH_ET% New machine°

m) Virtual Machine Manager e

Edit Miew Help
E MNew machine...

£ Restore saved machine. ..
=ll Open connection...

¥ Close

Quit

i mew:| All wirtual machines | - |
Alt+R -
<] | WCPUs  Memory usage
926.37 ME (290.64%) H
Ctri4+\wW =]
Ctri+Q I [+]

=1 [ ][ Zows ][ Do |




3.

4.

K 18.7. & F—ETHILES

DRI LA R SR H A -

‘ﬁf Brward

-

E*d Create a new virtual system

Creating a new virtual system

This assistant will guide you through creating a new
virtual systerm. You will be asked for some information
about the wvirtual systerm you'd like to create, such as:

A name for your new wvirtual systemm

Whether the systerm will be Fully
wvirtualized or para-virtualized

The location of the files necessary for installing an
operating systerm on the wirtual system

Storage details - which disk partitions or
files the system should use

Memory and CPU allocation

¥ Cancel | | &z Back | | & Forward b

K 18.8. QIHEI RS

F NHTEEIL ARG 24 T A Rprward -



gl CTreate a new virtual system - |

Naming your virtual system

Flease choose a narme for your wirtual systerm:

Systerm Mame: xen—guesﬂ

D Example: systerml

ﬂ b4 Qancel| | el Eack| | [—-3 Eorwar‘dh

K 18.9. an % EIUAL

5. WINZRNAINE - kickstart XA E R AL - A5 Al prward -

b4 Create a new virtual system

Locating installation media

Please indicate where installation media is available for the
operating system you would like to install on this
paravirtualized virtual system. Optionally you can provide
the URL for a kickstart file that describes your system:

Install Media URL: http:Hbuildrnnt.example.cnmfdistmfiBSEftreel w

O Example: http://servername. example . com/distrofiZ8a/tree

Kickstart URL: b

O Example: ftp./fhostname. example. com/ks/ks.cfg

L ¥ Cancel| | {@ Back| | & Eurwaj




N

K 18.10. EN LA

LR E— MY E S KBRS BRI B RS -

4
%

H
i3

XA B3 T — MRS -

AR SELinux SRS 2R AE xen W EMHE A E /var/lib/xen - THRIREA T SELinux 48
N RGP E Ay H R OB R EAE N HEEL SELinux SR -

TH— 1%t /xen B3, REH restorecon -v /xen 4% & SELinux S -

TEE B AL EMRDN, IRE Sli Porward -

hd Create a new virtual system

Assigning storage space

Flease indicate how you'd like to assign space on this physical
host system for your new wvirtual systerm. This space will be
used to install the wvirtual system’s operating systerm.

() Normal Disk Partition:
Partition:

0 Example: /dev/hdc2

@) Simple File:

File Location: | sjvar/lib/xen

File Size: |fo00 (2| MBE

0 Notbte: File size parameter is only relevant for new files

o Tip: You may add additional storage, including network-
mounted storage, to your wvirtual system after it has been
created using the same tools you would on a physical system.

|] b 4 gancel| | < Eack| | == Eorwardh

K 18.11. s ELfEE=

WEFED LA PRI AFFIRES CPU &, A5 Aili mrvard -



b4 Create a new virtual syster

Allocate memory and CPU

Memory:

Please enter the rmemory configuration for this VM. You can
specify the maximum amount of memory the VM should be
able to use, and optionally a lower amount to grab on startup.

Total memory on host machine: 1023 GE
VM Max Memory: [512
VM Startup Memory: |512| |-

CPUs:
Please enter the number of virtual CPUs this WM
should start up with.

Physical host CPUs: 1

oy

VCPUs: |1

{1 Tip: For best performance, the number of virtual CPUs should be less
than (or equal to) the number of physical CPUs on the host system.

b

L ¥ Cancel| | @ Back| | & Eurwaj

18.12. S ACANTER CPU

e Rrward RITTFEHI G AR LIRS «

el xen-guest Virtual Machine Console > 4 [—=HE>]
wWirtual Machine i

B (] ] o

Rum Pause Shutdown

[}

Al




K 18.13. 5ELN R CPU

b xen-guest Virtual Machine Console

WVirtual Machine View

> n S

Run Pause Shutdown

RED HAT =
ENTERPRISE LINUX 5

RED HAT
ENTERPRISE LINUX S

[} Release Motes

<] e

K 18.14. ZIHEFIA...

10. #A xm create -c xen-guest HEZNLLIERL Linux 5.0 &L - A i EWLE EE

HEEFILEE, %5 open KITIFEMESG -

st Virtual Machine Console

RED HAT
ENTERPRISE LINUX 5

Username:

Please enter your username




& 18.15. ZLIE4 Linux 5.0 (Z/HH1)

11 BIAF 2R R RARESE R UL E

18.7. QIEHTHIRE I

FEAMLEEE (virt-manager) & RN R EZT -

PRAT LASE FHELNE f BE AL B R

o OIEETHIE .

o BB B BLA A AE A -
o GUB THUEIITERERI BRI R UL -
o EIRVERERIBTIRA B LA -

o FERINHRE VNC 2 P il v as el o 2 L) 5e e AL &

Y XL
) E
E/L‘J\:

R AE T E R FITR RS B2 Linux 5.0~ virt-manager FINZEEE - BTE REUAR

S LB LI -

TR BN EAR R AELLME AL Linux 5 R38R PHLERME RS IR ER PR

e 18.1. QIEF P HLRIERS

1. E Applications%ﬁ, ﬁ'_ﬁj’;% System Dols, ﬁﬁﬁﬁﬁﬁ Virtual Machine Manager -



RSN E B 25 1R -

el Virtual Machine Manager

File Edit Miewy Help

!iew:l Al wirtual machines |‘~—* |
=] I Marme ~ IStatuE I-::F'u usage IMemor—y usage Ras
o Dormain-0 e 1 Running 7.08 % L o39.50 me (o1 .84 M|

L

« | T

Delete || ﬂew || yDeLaiIS ||

K 18.6. BN EHEE

2. E File %i, 155 New machine.

nl Virtual Machine Manager = [[O|f=
Edit View Help

K New machine... S ‘h._i"iew:| All virtual machines| ¥

7 Restore saved machine. .. Alt+R

e ‘WCPUs Memory usage
=J] Open connection...

926.37 MB (90.64%)

x Close Ctri+W ]
Quit Ctri+Q U )
& Delete || [ New || fDetails || 7 Open |

K 18.7. e HHINLE

O REALAY ] SRF 3 -



3. Jhif mrward-

hal CTreate a new virtual system B

Creating a new virtual system

This assistant will guide you through creating a new
wirtual systerm. You will be asked for some inforrmation
about the wvirtual systerm you'd like to create, such as:

- A name Tor your new wirtial sy sterm

Whether the systerm will be Fully

- wirtualized or para-wvirtualized

- The location of the files necessary Tor installimg an
operating system on the wirtual systemm

- Storage details - which disk partitions or

files the systerm should use

- Memory and CPUW allocation

L > Qancel| | g Ea-:k| | (== Eorwag

K 18.8. QIHEI RS

4, WANFEMAGNZTH Al preard -

b Create a new virtual system (=3

Naming your virtual system

Please choose a name for your virtual syster:

System Mame: xen-guesﬂ

) Example: systeml

E » gancel| | = | Eack| | (== Eorwar‘db

K 18.9. a4 EIUAL



5. BIANZERNBHIAE . kickstart UAFRIALE R AR - X5 Rl orward -

hal Create a new virtual system

Locating installation media

Please indicate where installation rmedia is awvailable for the
opaerating system you would like to install on this
paravirtualized virtual systerm. Optionally yvyou can prowvide
the URL for a kickstart file that describes your systermm:

Install Media URL: http:!!buildroot.exar‘nple.com!distroﬂBSGftree{
ﬂ Example: http:ffservername. example. comfdistrofiZ3S&6ftre e

Kickstart URL -

@ Example: ftp/ffhostname example comfksSks cfg

E > gancel| | ~ Eacl{| | (=3 Eorwardb

N

K 18.10. EL

I

D

=
Wit
Shf
=
=

6. LRE—PYEBE D XERE A IO RS R ST

¥
i3

XA B3 T — MRS -

AT SELinux SRS 2R 8 xen W EMHE A E /var/lib/xen - THRIREA T SELinux 48
N REAE AL TR E Aty H E AR R EAE N RN SELinux SR -

TH— 1%t /xen B3, REH restorecon -v /xen 4% & SELinux S -

TR I AL EAMR/S, IRE Sili Porward «



8.

Create a new wvirtu

Assigning storage s ce

Flease indicate how you'd like to assign space on this physical
host systerm for your new wvirtual systerm. This space will be
used to install the wvirtual system's operating syster.

1 MNormal Disk Partition:
Partition:

D Example: fdew/hdc2
@ Simple File:

File Location: | fwvarflib/xen

File Size: |[Booo |2

rME

ﬂ Nobte: File size parameter is only relevant for new files
Q Tip: You mMmay add additional storage., including network-
mounted storage. to your wirtual system after it has been
created using the same tools you would on a physical systerm.

> gancel| | = | gack| | =13 Eorwar‘dh

K 18.11. SALEEZ A

AN

7. EFESBECAZPYLRIAFMEMN CPU &, A5 A d prward-

Allocate memory an PU
Memory:

Flease enter the memory configuration for this WM. You can
specify the maximum armount of mermory the Y should be
able to use, and optionally a lower amount to grab on startup .

Total mermory on host machine: 1023 GE
WM Max Memory: |S12

WM Startup Memory: |[S12| |2

CPUs:

Please enter the number of wvirtual CPUs this WM
should start up with .

FPhysical host CPUs: 1

VCPUs: (1 =

-
Tip: For best performance, the number of wvirtual CPUs should be less
than (or equal ta) the number of physical CPUs aon the host system.

| -

> Qancel| | ] Eack| | (=3 Eorwar‘dh

K 18.12. 5EZNFEF CPU

e Rrward RITTFEH G AR IR HI S «



xen-guest Vi
Wirtual Machime Wiew

= ] o

Rurn Pause Shutdowwn

niform Malti-Platform E-IDE driwver Revision: 7 .88alphaZ
ide: Assuming SAMH=z =ystem bus speed for PIO0O modes: override with
ide—Ff loppy driwver B.99 . newide
registered new driver libusual
registered new driver hiddew
registered new driver usbhid
rivers-usbsinputshid-core.c! V2.6 :USE HID core driver
HNHo P52 controller found. Probing ports directly.
Mo controller found.
ice: P35-2 mouse device common for all mice
md driwver B.98 .3 MAX_MD_DEUS=256, MD_3SB_DISKIS=27
bitmap wversion 4.39
P bic registered
Initializing IFsec netlink socket
ET: Registered protocol family 1
ET: Registered protocol family 17
sing IFI Mo—-Shortcut mode
Device with no driver: devicervbd-51712
Dewvice with no driwver: dewvice-wvif.-#
Freeing unused kernel memory: 188k freed
ite protecting the kernel read-only data: 356k
Greetings.
installer init wversion 11 .2 starting
~proc filesystem. .. done
~dew filesystem... done
~deuv-pts (unix98 ptyd filesystem... done
ounting ~sys filesystem. . .
rying to remount root filesystem read write. ..
ounting ~tmp as ramf=s...
prunming install. ..

idebus=xx

K 18.13. 5 ENEF CPU

hd xen-guest Virtual Machine Console
Virtual Machine  View

£ n (o]

Run Pause Shutdown

RED HAT
ENTERPRISE LINUX 5

RED HAT
ENTERPRISE LINUX 5

| [ Release Notes

| &

|»|i|]

K 18.14. ZIHEFIA...




10. #A xm create -c xen-guest HEZNLLIERL Linux 5.0 &L - A i EAWLE EE
HIE PR, 55 open RITITREMIERIS -

t Virtual Machine Console

hine  Wiew

11 D

Pause Shutdowwn

RED HAT
ENTERPRISE LINUX 5

Username:

Please enter your username

Language

Ea| = =1 M

& 18.15. ZLIE4 Linux 5.0 (Z/HH1)

11, BIAF 2R R RARESE R UL E L

18.8. K E RIFEHI L

FEREDENIEEEE, RGENFTEENYE S RETEE D 2 -Domain 0 ZIRAIENLRGL AARE N
PN H, W RGIRH BIWLETT -

PRE LU ERAF R 27

1. 7E File XM, %¥¥ Restore a saved machine-




Virtual Machine

Edit Miew Help
[€# New machine. . Alt+N

# Restore saved machine. .. Alt+R

W PLE
Restore a saved machine from a filesystem image|
® Close Ctri+W
E Quit Ctrl4+Q
A 18.16. K& E L
2. MR O L
|" - Restore Virtual Machine |
[J D[ home ][bl:leary]
Places Name ~ | Modified F
root B Desktop 10/25/2006
& Desktop = OpenOffice 10/25/2006
2 virtualization 1042542006
[ configuring Virsh 10/31/2006
g‘lj Configuring Virsh_xml Thursday =
= {7 Configuring Virsh_xml~ 11/01/2006
7 Configuring Virsh~ 10/31/2006
B Red Hat Virtualization Troubleshooting 10/26/2006
|j Red Hat Virtualization Troubleshooting.xml 10/27/2006
{J Red Hat Virtualization Troubleshooting.x... 10/26/2006
4 Add ] = Remove | 7 Red Hat Virtualization Troubleshooting—~ 10/26/2006 | [~
[ 3¢ Cancel l [ =7 Open ]

K 18.17. R HENL S

3. SMZEIEMREFREFRERSTEE -

4. Hif opene

RIFFIEIM ARG HEE BN EEE EE O -




n! Virtual Machine Manager — [ >

File Edit Miew Help
Eiew:| All wirtual maching| = |
1D MName ™~ 5tatus CPU usage WCPUs | Memory usage <3
0 Domain-0 & 1 Running 0.23 % g 926.37 MB (90.64%) [ ]
-
[4] 1l [+]
“~ Delete H ﬂew l 'ff;:tf'-.-1-.'.il-5 || =7 Cpen
’ 18.18. HKE AREIUNLE B 2
— Ny -
18.9. T R REAHLAVAT)
PRAT LA R UM S R PR B R AL B AR AT RE LML B 5 B 88
BEBEMAGHIT
1. FEEMNEEEEED, SRR rREEFREIL .
nl Virtual Machine Manager — ||O|/x
File Edit Miew Help
Miew:| All virtual maching| 3 |
| ] Marme *  Status CPU usage WCPUs  Memory usage E
0 Domain-0 & 1 Running 0.23 % 8 926.37 MB (90.64%) [ ]
-]
] 1T [»)
@ Delete H [@New || #FDetais || §open

K 18.19. B ERHIEIHL



2. Eﬁﬁ*ﬁ*ﬂ%fﬂﬁﬁq Edit %$, %% Machine Details

Details @%ﬂ)

(BRAEREFUNVE B 8 M AEER A

Virtual Machine Manager =[O
Fle P=slid) View Help
:,...-"" Machine details... Lﬂew Al virtual |'I'I-.:I':|'Ii|'l':—'_'-! =
& Delete machine :
CPU usage |‘Iu"CP'LI5 | Memory usage
b Preferences 5 0.76 % H
&

18.20. TUREINLAN T SRR




Virtual Machine Details Overview & [RFH I - XN 0 R T RS € B8R CPU FINFF

FERTELL -

Domain-0 Virtual Machine Details

Virtual Machine View

] Hardware ‘

Basic details =

Name:

Ui
Status: g Running

Performance

CPU usage: 1%

Memory usage: 926 MB of 1022 MB

4 18.21. i~ Virtual Machine Details Overview

3. {F Virtual Machine Details & [, /5 sardware T -

Virtual Machine Details Hardware % [ Hi 3 -



| ml Domain-0 Virtual Machine Detalls

Virtual Machine View
M

Run Pause Shutdown
Owverview | Hardware ‘

Processor

CPUs
How many virtual CPUs
i

Change allocation:

Mermory

099

Disk

4 18.22. &~ Virtual Machine Details Hardware

£ Bardware U1, i Processor AJ IEHE BB B AL EEES 7 BLIB L -

K 18.23. ERAEER LI

E Hardware ﬁ M, J=%n Memory ﬂuﬁ%ﬂ@ﬁ%ﬁﬁﬁ‘mﬁﬁﬁﬂ °



Owverview | Hardware

Processor ‘ Memory

How much memeory should this machin

Change allocation:

Current allocation:
Maximum allocation 1677
Disk O

M =] t'-"'." (] I =

18.24. TRNF LN

6. E Hardware ﬁ, it pisk ﬂ%ﬁ%ﬂﬂ%ﬂ&%ﬁﬁﬂ%ﬁﬁﬁﬂﬁo

Owverview | Hardware

=
Mermory 5,5

| Storage
Processor

Type | Source | Device | Destir

Metwork @

18.25. GRHIEILE

7. E Hardware ﬁ, ,‘f—ijzﬁ Network ﬁuﬁ%ﬂﬂ%ﬂ&%ﬁﬁ% IW%EEE °



Owverview | Hardware

Type | Source | Devi

E Network
Processor O
Memory .0
Disk O
MNetwork %

18.26. TRMAACE

18.10. A E RS

[

PRAT AGE F R FUML S B R R U R SRR B

HECERS R EH R HERS

1. 7E Edit 3R, % preferences-

&7 Machine details...

= Delete machine

Virtual Machine Manager

View:

All wirtual machines |
|

.

| CPU usage

g 0.74 %

VCPUs Memory usage

926.37 MBE (90.64%)

(4] ]

{5 Delete || [ New || ft}etails || 7 Open |




K 18.27. S REAUALAY E LI
RSN E B BTl 1 ofs

2. FERESEEXERNE, fEERAERGEHIINHEEE (U8R .

. Virtual Machine Manager Prefe X

S5tatus monitoring
Update status every |1 E] seconds

Consoles
Automatically open consoles:

| For new domains = |
Grab keyboard input:
|Or1 Mouse over ¢|

X Close

 18.28. LB RASEE

3. HEEHIBX, FEEERITIES G ME AR -

18.11. 7.7~ Domain ID

HE ARG EITEEMILE domain ID:

1. 7F view 3RH, % pomain 1D EJEHE.



. Virtual Machine Manager =[O

File Edit

M Domain 1D
[] status

Name []CPU usage

[virtual CPUs

O Disk usage

[IMemaory usage

O Network traffic

View:

All virtual machine =

[+]¢

b

1] D

& Delete || [ New || fDetails || [ Open

18.29. Z;r Domain-ID

2. BHUWEFETIH T 2% BEFTEE K Domain ID-

. Virtual Machine Manager = ||O[I=

File Edit ¥iew Help

Yiew: | All virtual machine =
| ] _ MName ¥ ]
0 Domain-0
[~}
[4] M [»]

@ Delete || (B New || & Details || [ Open |

18.30. Zr Domain-ID

18.12. SoREHNLARE




BE ARG RITEEMILEPRE:

1. TF view 5, 15£5F status HikHE .

Virtual Machine Manager
File Edit |l

[(JDomain ID
M status

View:

All wirtual machine

[]CPU usage
sG] virtual CPUs
[IMemaory usage
(JDisk usage

CI Metwork traffic

[4] I [v]

& Delete || [ New

|| fDetails || =7 Open

18.31. ZoREHIILIRE

2. EHWNVEEESIH T RS EITEENLEPIRS .

! Virtual Machine Manager
File Edit \iew Help

View:| All virtual machines [ =

MName ~ _Statu5

Dormain-0 ‘ Running

(]

D

| it ]

|
"..ﬂ

Delete || | 3 New

|| fDetails || 7 Open

18.32. ZoREHIILIRE



18.13. T rEH CPU

HEAGEIEEMYLREL CPU FIEE:

1. 7F view 3RH, %5 virtual cpus Hi%HE.

ul Virtual Machine Manager =3
File Edit m Help
[1Domain ID View: | All virtual machine
[] status :
Name []CPU usage M

mviaicrus ||

[IMemaory usage
(I Disk usage
O Metwork traffic

[4] I [v]

& Delete || [ New || fDetails || 7 Open

18.33. Z Rl CPU

2. EHNERE RS MRS E A EALEL CPU .



. Virtual Machine Manager =[O
File Edit \iew Help

View:| All virtual machines | &

L

MName ~ _‘u’CF‘Us ]

[4] 1l [+]
| f_'j.‘gel-'.—t-% || ﬂew || fDetails || 7 Open |

18.34. [ZREH CPU

18.14. T~ CPU HIfEFH BN

HEE AR EITE EMILE CPU EATEIL:

1. TE view SKHHE J%EF cpu Usagegl\zﬂﬁﬂzo

K. Virtual Machine Manager = |||
Eile Edit Em Help
[JDomain ID View:| All virtual machine | =
[]status :

[IMemaory usage
(JDisk usage
CNetwork traffic

[4] I |']u

& Delete || [ New || fDetails || 7 Open




Kl 18.35. iy CPU HIEHTEN

2. BUNVEEERSIH RS EITHEMNLE CPU B H -

L Virtual Machine Manager = |[O|[x
File Edit View Help

.

View:| All virtual machines| 5

MName ¥ CPUusage E

Domain-0 1.05 %

a Il [+
|I".":Ii Delete || MEW || ﬁDEtﬂ”E || E:?QPE”

Kl 18.36. fir CPU HIEAIEN

18.15. TR HFHIE R

HEE AR EITE BRI A AL

1. TF view X H | £ F Memory usage EiLHE -




! Virtual Machine Manager

File Edit PUENE Help

[(JDomain ID
[] status

[]CPU usage
Domain-0

O Disk usage

(I virtual CPUs

B Memory usage

O Network traffic

View:

All virtual machine

.
L

1] D

[+]¢

& Delete || [ New || fDetails || [ Open

18.37. BRI HEN

2. BUNVEEERIIHRGCEEEUNNGE (LI MB 8h) EHAEDH-

! Virtual Machine Manager = ||| X
File Edit \iew Help
View:| All virtual machines | &
- [~
MName | Memory usage

Domain-0 926.37 MB (90 .64%)

[4] 1l

D

& Delete || [ New

|| fDetails || 7 Open

18.38. TR TGN

% 19 5 LIEE MRS



19.1. HE RFIAL

19.2. H& IR

19.3. DIEES A

19.4. HEMEFRT B

19.5. A H BT R RRER

19.6. T H EHT G

19.9. 5CJfi Lun
19.10. SELinux HJtHXEHE
19.11. ijj[n piiy %

19.14. Z OISR

19.15. B{TiEH G R

19.16. MEHE

19.17. A ARIE

19.18. £ A% 5| S0 HE 5

19.19. &2 Domain0

19.20. ZHHLAVE

19.21. PR PHLALE 4

19.22. G4 AL MAC kAR


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s22.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s21.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s20.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s19.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-script-config.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-laptop-configurations.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-bridge-errors.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-serialconsole-errors.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-guest-creation-errors.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-loop-device-errors.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-common-troubleshooting-situations.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-accessing-data.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-selinux-considerations.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-lun-persistence.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-fullvirt-guestconsole.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-paravirt-guestconsole.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-trouble-serial.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-trouble-with-logs.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-troubleshoot-tools.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-important-dirs.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-logfile-descriptions.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch-virt-logfile-overview.html

19.23. ki) ‘] Live

19.25. KT R AR PR AR 2 BT

AERI AR T RFEZSE  BEA H F R e R AT e 2 BRI B R - EEFEREE - B &
HINLE - ARG TEAMPREE X IR — B 1% -

19.1. HEHEMEAFINLE

L AER A 2% A B B RIZTIE ) Linux 5.0 57, SEWLIIEE FUL B0 P 22 4 ik ) B SRR 2
PNERE SO - HAECERIEM TR - AT LB R R R0 H &S HE R PRIERT ASCIL 30, AT LIRZ
ST ASCI H w2 1 HT -

o IEEMEAGHMEREEE xR [etc/xen/- X TEFEET xend SF M)
FEFONLECE SO - MEgIAS At at (8 [scripts HF)
o FrEIRHITHEIREMER H i B S RGE fvar/log/xen B3

o RBROZAIEFTH NS TS ROBE AL SR RS A /var/lib/xen EXE.

o ZIMEEIMLARLIN [proc XHAGERLT /proc/xen/ B

19.2. HEXHFRHER

MEEM ARG xend SHPARER qemu-dm #HERENFFE, XA TAEEEL A HEXHFEA

7] /var/log/xen/ H:x:

o xend.log Bf& xend sHr#RIERIBTE RN B B0, ANERXEIER T B RS
HAE, DRBIEEPITHONNE . FrEBOVLIERIE (NEIE . KM . HERESE) HEL L.


https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s25.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s24.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/ch19s23.html

xend.log &2 RIREFSEFEIEREEE — D E T A - EEEERE IR SR
(e
xend-debug.log Z& & xend MELMLT RS (W0 framebuffer . Python [HIZA%#5%)

BB RIC A B 530 -

xen-hotplug-log =2 & & ik 1 HEdE 8 H 308« R & sl S A B R 50,
FAR O RAX R .

gemu-dm.[PID].log Z gemu-dm #& A& g B L FHLBIE ) H 530 .
LA HESUER, R0ATH ps @ FBkiEE gemu-dm #fE BRI gemu-dm

HIFERE S - FERRL SRR gemu-dm #ER) PID SRV [PID] -

W RAE RN E EE N RBEMEM R, (RATLE [.virt-manager B T virt-

manager.log i B FHRAERMAEDE  EESRIRESIEMIVERE, EMSBERINAEKHEE

WA HHILASEIRG, EEREUIVEEER, EHREHF virt-manager.log Xt -

19.3. EEMHRNE

Y ELLIR LIRS B IR ER R AR R R, AR RZAC A E LA A TR H 7530

o

UL EAT /var/lib/xen/images HxE -

YipERE xend SFFEHRER, B2 FH /var/lib/xen/xend-db B3 T# xend-

database -

BEHLEOEE SO (5 xm dump-core @& EmE) BT
/var/lib/xen/dumps HZF -

/etc/xen B3RS RAREEAG BRI E S - xend SFP#HERRLE 2
xend-config.sxp . &R A X AN SR 5L A S H BT L& 4% callout -



o proc w&RA— N AFIRIERSEBRBE . XL proc ZHAT /proc/xen H*-

/proc/xen/capabilities

/proc/xen/balloon

/proc/xen/xenbus/

19.4. WEMEERTE

ARERGELE T AGEHE AT - Mg TEMERK TR T i X L TR B LR R LR
FSHHEZER, WEBHROEE) - RATLUER X EhRER RSUVE B R TR H SR B AR AR

G

o Xxentop

o xm dmesg
o xm log

o vmstat

o iostat

o Isof

PRAT AGE X EE PR A R S8 B B3 BN H SR P B R AR B

o XenOprofile
o systemTap

o crash



o Sysrq
o sysrqt

o Sysrqw

AR AT A FH X 2 0 2% T e o B PR R -

o ifconfig
o tcpdump

o brtctl

bretl & — M EEMME Linux A EGEMBLE LUK E ML TR  EHITX Rl 6L n, iR

DITIVEAR A AR :




bridge-id 8000 . fe fEfFFffff

designated-root 8000 . fe fffffffff

root-port 0 path-cost 0
max-—age 20.00 bridge-max-age 20.00
hello-time 2.00 bridge-hello-time 2.00
forward-delay 0.00 bridge-forward-delay 0.00
ageing-time 300.@

hello-timer 143 tcn-timer 0.00
topology-change-timer 0.00 gc-timer 0.02

19.5. I H &= i b

WRAE LA RSB R R, (R AT A% EHLRGTRIP A B SRt By it -
xend.log X T TIRiZHT xm log 4 HEFRNEAGE BT /var/log/ BxE .- FHEZ

— I HREIEE 52T NAZRIEI A7 ] B ST

[2006-12-27 02:23:02 xend] ERROR (SrvBase: b3) op=create: Error creating domain: (O,
'Error')

Traceback (most recent call list)

File "/usr/lib/python2.4/site-packages/xen/xend/server/SrvBase.py" line 17 in_perform
val = op_method (op,req)

File
"/usr/lib/python2.4/site-packages/xen/xend/server/SrvDomainDirpy line 71 in op_create
raise XendError ("Error creating domain: " + str(ex))

XendError: Error creating domain: (0, 'Error')



HitpH&EXH, xend-debug.log . W TRAAEEABEEFEHN, BAEEE T
xend.log FEAEMRIEE NI R — I A% 1 A R R R AR

ERROR: Will onk load images built for Xen v3.0

ERROR: Actually saw: GUEST_OS=netbsd, GUEST_VER=2.0, XEN_VER=2.0; LOADER=generic,
BSD_SYMTAB'

ERROR: Error constructing guest 0OS

2 AL 2 P SR AEOR SR AN BLBR AR, 1B ICAT B X H S I

19.6. ST G AT IR bR

BATIES & ERRVE M A RN AR A« iSRRI RIS T B (hypervisor) 24T
— MR, IRIE INETEARHL ERBREGX AR SR, ERATHEH] & R VFIRIEE AR TN LR AR/
FLE Xen SENLITEGE 2] BTIEHIG o K5 RO E TR FHORHRX LR - ZSLBLXFT %,
IRLAIEE grub.conf SUE B X TR TE coml /dev/ttySO LEH—1M#% % 38400-
bps HIERITIEHI &

title Red Hat Enterprise Linix (2.618-8.2080_RHEL5xen0)
root (hdO0,2)
kernel /xen.gz-2.618-8.el5 coml=3800,8nl

module /vmlinuz-2.68-8.el5xen ro root=LABEL=/rhgb quiet console=xvc
console=tty xencons=xvc

module /initrd-2.61-8.el5xen.img

Sync_console m LB RIS 2w il R R & f R AL, "pnpacpi=off"
AT LIGE T TR G AR R . 2450 "console=ttyS0" 71 "console=tty" FrA#
FERRRFAE B AT VGA I & DU BT & ERGCE . S IRA] LB PRERI IR ML (null-



modem) HIRAIRZEIXE ttywatch . WP EN EREdE - fltn, ExBENLE, R

LN

ttywatch —--name myhost --port /dev/ttyS0

2 /dev/ttySO wifH 5= /var/log/ttywatch/myhost.log =i -

19.7. XML P L] & R 5]

PRI FLERE RS B o I B — D EUSCASE R 6 RIEEIER A Z Domain0 BIERSL, RA]

DITEAT AT NS <

xm console [domain name or number]

X R domain100 RE—MST A e S - (Rt nl LU REIWLE B2 Ok BoRERISCRE S & - 72

Virtual Machine Details & 0 H A view >eH B, %5 serial console-

19.8. X SE &R E P LR & B )

FEREIME FHRIERS BahE A — MEBFRSCRER &, BEXKARANBEFIIEEHLE . &
% FHLEE LTI S B e 2RI R PHL—R R, R sigsE PR grub.conf S, I
&% '‘console =ttyS0 console=ttyQ' 2. Xk T ARG EHOEREMBITERE (7
EEAERAERG) o RETRIETE 2EUE PR E R B STER S, (L 55RE
/etc/xen/ BREREEI M FEFEHIR L, IRAT LS TS 6 &RV R SR EH] 5 -

xm console

YA AT DL P R LS PR Ok R SR AT#85) & - #F Virtual Machine Details & H A View 3B H |

1% Serial Console



19.9. CZfifi Lun FFALL

MR AGHAE AL R (multipath) |, /RATLUER udev SB35 lun FALM - L2 AT,
ETIRIRES T IERIY UUID - —ELARIRAS TiX 28 UUID, {RA] LUBER 4wt /etc HEM scsi_id XX
PFRECE lun FFAM - FSCAGRBE RIS, IR GATERRIN T —1T

# options=-b

RIFHZ N SERREE:

# options=-g

XA udev W FTEIRE UUID AIRSE SCSI %4, ZURBUAST UUID, A

# scsi_id -g -s /block/sdc

L ROZ AN N BT

[root@devices] # scsi_id -g -s /block/sdc

*3600a0b800A32AD0000A4 27b625e*

XAKTFAFERHE UUID. BESR UUID 5% &&TRE, KESMIARERFHR UUID SHEN T4
M AR - DR EIAZI RS RN, UUID A&H7EE - —BREERE T iR&akE, Ry
MBI & i HI o BRI RN, RigRiE [etc/udev/rules.d ExER) 20-
names.rules i - & B dr & MR ZEE T Ak

# KERNEL="sd*", BUS="scsi", PROGRAM="sbin/scsi_id", RESUIT="UUID", NAME="devicename"

F ETERZR K UUID BN ) UUID FE& & - ATLL, X DR IZ 5 R X



KERNEL="sd*", BUS="scsi", PROGRAM="sbin/scsi_id", RESULI="3600a0b800032A00000%42/b625e

", NAME="mydevicename"

XSEBAGEAALE /dev/sd* K% &R EEER UUID . HERIVE LA &ER, ©alkE
—/ i} /dev/devicename fk & R FEX M, k& A2 /[dev/mydevice -&/E.

FRFTEI Jetc BREM rc.local UM MR

/sbin/start_udev

£ ER (MULTIPATH) S2j6 LUN #HA 4L

BAEL ERTREME EELHE lun Fr AL, TRDIUE L Z EBIZRARIRIE Hlan, R /etc/ B
BB multipath.conf CisE M3 & 54

multipath {
wwid 3600a0b800@32AD000AA 2/b625e
alias orampl

}

multipath {
wwid 3600a0b800A3ZAD000A4 2706
alias oramp2

}

multipath {
wwid 3600a0b800@32AD000AA 2/b625e

alias oramp3



multipath {
wwid 3600a0b800A3ZAEN0000542/b625e

alias oramp4

XAE LT lun: - /dev/mpath/orampl. /dev/mpath/oramp2 -
/dev/mpath/oramp3 7l dev/mpath/oramp4 . x&i& /6T /dev/mpath B%-
XL lun A FHEEREERRT, BHRNENHEET LUN 8 wwid GEH514 -

19.10. SELinux (M XEHE

IR NBE S T LIS LRSS LS00 SELinux A% RN EENS - Y RERE RS AT FIRG ANk &0
PR RIH T SELinux SKME « BoRE PHLELE LVM %, FRITNASFE AR E B S R BB
SELinux 3.

# semanage fcontext -a -t xen_image _t -f -b /dev/sda2

# restorecon /dev/sda?2

it a4 xend_disable_transff xend £EF/E#A unconfined 1. £E1Ex B4 FAE
HIGRIF ELAEBE D RGTE N BT o Bl TR A ZHE B R EHThRC /A 2 At 5 3 B0

xen_image_t-

19.11. 5[5 P AL ARG B R

ARAT LA FH 79 1> B S R PP A () 2 P AL S R ) R RO - FE (X TR Z i, AR AR B L«
MWEFHLAT domO TR S RGUE AT RERMI & IRV AL -



PRATAGER kpartx FEfPAALE oy XTAELEL LVM B4 :

AR — N X LVM B R vgscan % LVM #4755 vgchange -ay fi& s
A X ERIBAE (5485 VolGroup00) -




#kpartx —-d /dev/xen/guestl

R ALEER vgchange -an REZHBETN - H kpartx-d iR X BAETERUE H
losetup -d MBxEIE% & -

19.12. % W AR ERE B

kB RS xend IREGH, aBELE BA xm list] FrTUE R T H #H -

Errorr Error connecting to xend: Connection refused. Is xend running?

LT 1217 xend start i, ZIE L AER:

Errorr Could not obtain handle on privileged command interfaces (2 = No such file or
directory)

Traceback (most recent call last)

File "/usr/sbin/xend/", line 33 in ?

from xen.xend.server import SrvDaemon

File "/usr/lib/python2.4/site-packages/xen/xend/server/SrvDaemon.py" , line 26 in ?

from xen.xend import XendDomain

File "/usr//lib/python2.4/site-packages/xen/xend/XendDomain.py" , line 33, in ?



from xen.xend import XendDomainInfo

File "/usr/lib/python2.4/site-packages/xen/xend/image.py" , line3} in ?

import images

File "/usr/lib/python2.4/site-packages/xen/xend/image.py" , 1ine30, in ?

xXCc = xen.lowlevel.xc.xc ()

RuntimeError: (2, 'No such file or directory' )

A RERI R B2 AR IEENURENE] T 4F Xen-hypervisor BN - EREFRXA A, (b eS| S
Ik xen-hypervisor W (84 grub.conf X #HEIE xen-hypervisor WiZisE»

BREIET) -

19.13. [FE &R

WMARARE AT IR POV, (RrT LG INE B RS HEE (B R AT 8 MRS E B A) -
WRIRFEZ T 8 METHE P ILER R &, ruaiEi fetc/modprobe.conf 30 - 24

2 modprobe.conf XX, (REE FEGXAT:

options loop max_loop=64



PRAT AR R AR B BC B R A AT RO 64 ER, 78 R 50 B H A AR & SCRp 0% P L AT BEAS R AR
fksE - MR, fRATLIE phy: block device = tap:aio &M THEMLRSE, iE phy:
device i file: file HTE2EMMAL-

19.14. X HLBJEER

Lt EeEE PR, REE "Invalid argument" #iRER - XEFE R ARRREG SHIN
G FIEEREF (hypervisor) ANFEZY - Flan, 4 {REESCFE PAE £ FC6 hypervisor FiafT

non-PAE FC5 NZAT, e B ]

LR yum update SEEHTAME, grub.conf BEE LT e 8@ PRI ANE B UL

e

BRI AR, g fetc/sysconfig/kernel/ B RAEE N RPM « (R RTE
gb.conf St B kernel-xen 24 & Hit & 5 -

19.15. F1TEH G HIR

IRIE B ATHE & B AR E ML - ERRFXA R, ROAUE grub.conf Bas OS5ESs:

serial --unit=1 --speed=115200

title RHEL5 1386 Xen (2.618-1290.el5xen)

root (hdO, 8)

kernel /boot/xen.gz-2.618-1290.el5 com2=115200, 8nl

module /boot/vmlinuz-2.68-1290.el5xen to root=LABEL=RHEL5_i386 console=tty
console=ttyS1115200

module /boot/initrd-2.8.618-1290.el5xen.img



title RHELS 1386 xen (2.618.-129.el5xen

root (hd0O, 8)

kernel /boot/xen.gz-2.618-1290.el5 com2=115200 console=com2l

module /boot/vmlinuz2.68-1290.el5xen to root=LABEL=RHEL5_i386 console=xvC Xencons=xvc

module /boot/ititrd-2.618-1290.el5xen.img

XN grub.conf KIBERAZEERE BATERI 6 ER LIE . (REIZEEW SEAEMEEK ttyS . W
ttySO -

19.16. MHiE51#

LRI RS A AL E 2 I IR S DR R —R 6 - ZRThih o DUK M R ELE 21> FI#T,
R system-config-network TUI/GUI F2FFRECE S — NI, Bi&7E
/etc/sysconfig/network-scripts B ol — 1 FiEL E S AR RO — R E £ 4
Xen Fitfi . FHEMTEZMF 'ethl' MR BRI
#/etc/sysconfig/networkscripts/fcfg-ethl

DEVICE=ethl

BOOTPROIO=static

ONBOOT=yes

USERCTL=no

IPV6INIT=no

PEERDNS=yes

TYPE=Ethernet



NETMASK=255.255.255.0
IRDDR=D Il
GATEWAY=D 1L 254

ARP=yes

it Jetc/xen/scripts/network-bridge &% Jetc/xen/scripts/network-

bridge.xen -

% [etc/xen/xend-config.sxp HAEFRIFIHFHAA EINA—1T (X AEF AT

"network-virtualization-multi-bridge" ) -

£ xend-config.sxp SCHE. DIARIFITTRAZ S HilE AR %

networkscript networkxen-multi-bridge

TEHRANEERE T A — 1T

networkscript networkbridge

WMARIFAEZEAEZ A Xen W, ROHOE—HE A . FEAFTFOIE T Xen FMFF (17
1 xenbrO # xenbrl ) JHERHEEEATHINE ethl #1 ethO :

# !/bin/sh

# networkxen-multi-bridge

# Exit if anything goes wrong

set —e

# First arg is operation.

OP=$1






esac

WRRARAE O A ROFART, R mT LU 7= (91 RV AS 5 2 1 ARG I AR L A S

19.17. £iILANLE

BLESH RHEL 5.0 AYZICAE MAEAGE B0 A — TR R SREUIE RO SS - KR ROTERZH U1 WiFi
MELER, MBEMLRSEE BV A —& 0 . XSERGUTLLIELLIE B I R 506 #0244
FEOPAT ifup/ifdown #(F . BEARZLIEREIL RS ABRE FIMLEE D, BTLL Wik RASEEAEAI ML
ERTTE -

PR IPIER A B — DR T TALLIEE ML RS AR 'dummy’ 450 .

XABR VTR % P HLFAREAUNL 6 B — DB 1P ik 8] o BESCHXM 1%, IRLEFHERS 1P
#oht, XZEFEDY DHCP A0l dummy F%% E R IP 3k o fRdZTECE O NAT/IP SRS R 2 Pl
R LR - HIREIEE 'dummy' PIZEEECRT, IRROZMIn— 88 1P

FEXAITF R, BOBEA dummyO, 1P #ik)y 10.1.1.1 - BA#HGRE ifcfg-dummyO LT
/etc/sysconfig/network-scripts/ E&F -

DEVICE =dummy0

BOOTPROTO=none

ONBOOT=yes

USERCTL=no

IPV6INIT=no

PEERDNS=yes

TYPE=Ethernet



NETMASK=255.255.255.0
IRADDR=D Il

ARP=yes

IRRIZIE xenbrQ #EZE dummyQ | SXEERI I LRI, X AT LU TF 4555 -

IrRELE xend-config.sxp SUF BT HMREDR . RLAENM (network-script

‘network-bridge bridge=xenbr0 ) &5 HETARGEM:

netdev=dummy0

AL TER FHLE domU LR HEE B 1T — LB EOR B TR dummyO BN K - an R TR, U640
s T Jetc/sysconfig/ B3 E# DomuU 'network' SUf#:

NETWORKING=yes

HOSINAME=localhost.localdomain

GATEWAY=D I

IRADDR=D 10

NETMASK=255.255.255.0

5 domain0 Ef NAT 2 MFFERE, XFE domU #hal LAvsl Ak msg . HixFr=C, B2 T%H
P AT DGR LR R U RGO BRG] - A R BT R, BSOS FO I, ReATER fetc/rc3.d
HXEr S99XenLaptopNAT it -

#!/bin/bash/

RTH=/usr/bin:/sbin:/bin:/usr /sbin






esac

WIEARARAEAET | S AEhBE ML, L8l fetc/rc3.d/S99XenLaptopNAT i -

£ modprobe.conf SCHRT, R EFE R KT

alias dummyO dummy

options dummy numdummies=1

19.18. EAL5I S8 HEhE s

FERGLT| S BB fE B

PRAT ABE B2 PR R SE5 1 S BaRshid . ZSLILXMT, RosiE fetc/xen/auto £
P HERE X EE SO R VR TR 2 B o R sh R & P ALECE SO B ehid B U HES IR, 2 P LR
K, 51 S EATHRHR A . NS RREREIZ L rhelSvmO1 A5 fE:

[root@python xenl# cd /etc/xen
[root@python xenl# cd auto

[root@python auto]# 1ls

[root@python auto]# 1ln -s ../rhel5vm@ .

[root@python auto]# 1ls -1

lrwxrwxrwx 1 root root # Dec B 10:02 rhel5vm@ -> ../rhel5vm@

[root@python auto]#



19.19. 4 Domain0O

ERLEEN A RGOREE domain0, IRIFFEEN fetc BRER grub.conf i AZE
RERE, £9HE grub.conf i, #F2REVEH R TEMH S HIKGE" 7% - REERAX A
JiiE, ERRIRERE T BRI H EMARIT (GUESHEASER) - WREFES Xen
hypervisor #RIME, RLFIEEIE] 'xen' fTH . FHAET grub.conf XHEE—DIEFIIE
ks E:

# boot=/dev/sda/

default=0

timeout=15

#splashimage=(hd0, 0)/grub/splash.xpm.gz

hiddenmenu

serial —--unit=0 --speed=115200 --word=8 —--parity=no —--stop=1

terminal --timeout=10 serial console

title Red Hat Enterprise Linux Server (2.6I-1239.4.2L el5xen)
root (hd0, 0)
kernel /xen.gz-2.671-1259.4.2lel5 coml=115200, 8nl
module /vmlinuz-2.6I7-1299.4.2lel5xen ro root=/dev/WwlGroup00/Logwl00

module /initrd-2.67-1259.4.2lel5xen.img

R, WnRIRFTESE domO hypervisor 5150 FINTFER 256MB, R4 'xen' 17HIEM L
EFEZ%&E: 'dom0_mem=256M" . FHFI Tt T AR grub.conf 2 xen & H:

# boot=/dev/sda



19.20. A HLECE i

LYRALIIEML Linux 5.0 BA) virt-manager (8% virt-install) 23S 0% AL, &P HLECE SO
(BT Jetc/xen HE) BBt BahiiixE - FHEZLEILE FHLE— ELE SR




ER, serial="pty" BEEXMHMBRERE . NHEZTEREIME FHLE— P EE SR H):



https://www.redhat.com/docs/manuals/enterprise/home/mhideo/.evolution/xen/images/rhel5u5-x86_64.dsk.hda,w

serial ="pty" # enable serial console

on_boot = 'restart'

19.21. wfER P ALECE SO

PRAT S (Eoeke) A BOHC B SR AIEET IR P AL - (R AUERE P LECE ST name 24 -
PRIFIXAHH ~ ME—FIZFRRE HIE R B R TR B TR AT I « ARt 204 BT HTH UUID (fF
H uuidgen(l) @4) - XT vif &E, RLACHEDNEFILE L—DIE— MAC Hiht (Gnsir
TS HINERIBECE S, IRATLUH— D RIAREI) 4T xen BIFHHE R, RFIEINE RIBCE I
BENBI—DEEIENL, IRLATER xenbr 5 BRAF S IRFAHFIAICE - 51T Device 5 H. 1R
B2 "disk=" #R7rH)% B RFE A IEFIZ P HLBVE -

IR R PR L RS E . R AEE [etc/sysconfig/network STk B
HOSTNAME %% H SR ILECH 2 LI A4 -

s [etc/sysconfig/network-scripts/ifcfg-ethQ Sc#) HWADDR ik, {2
1 ifconfig ethQ W HHEA & « RS 1P #ilk, fRAEXK IPADDR % H -

19.22. &4 AL MAC Hitik A

LTV REIL L RG] LIZE QIR S B — > MAC Hitl - BARTER—F L AT IS R4
AT, UV AT RERI IR ) MAC et SES6R NI, AT LIRS — MIIARARL MAC HkE
FER—AMER MAC HUAL 0 & S AR

#! /usr/bin/python

# macgen.py script generates a MAC address for Xen guests

import random



mac = [ 0x00, Oxb, 0x3e,

random.randint (0x00, 0x7f),
random.randint (0x00, Oxff),
random.randint (0x00, Oxff) ]

print ':'.join(map(lambda x: "$02x" % x, mac))

Generates e.g.:
00:6:3e:66:£5:7/

to stdout

19.23. fi&E EHVLE Live 18

LT L R G AT LAY HARS AT R L T RRAVLLIE 4k Linux 5.0 RORSSES ARSI L - T H.,
AR ELZL (offline) #5750 (A xm migrate <) -Live BAE AT UM R i 4 RS8R
sRm, PRt ient xend-config BEESCHFET — AR B . NEEFITIIE T T RIS AR

BRI Z: H -

(xend-relocation-serveryes)

EINSEINBEERE 'no', ‘B f# relocation/migration ARG S TERCRA (B TEHEHIM

2, TSR LA AE DA B B G 77 2t AT A0 e -

(xend-relocation-port 8002)

XASHEET xend ATHAERN D - EHRIEE R FAEREE R .

(xend-relocation-address )



#ERERT xend-relocation-server &, X 1MZEUZ T relocation EdEFEREN

Hoht . ERT LIERAERR SRR E R -

(xend-relocation-hosts-alow )

XA ZEAERS relocation i FIBEEENL « MFXMERZME, FoRAVFITE I AERE -

RLTHE T BECh SR R EMEZEX (ixend-relocation-hosts-allow-

'~localhost\\.localdomain$' ) - DCEmxX L MEE A 2R E A 1P Hitik L

FERE TXESH G, RLMEFREENL, LB RIS R

W
&

19.24. #FFEHRER

PRERISCE N T R B R

failed domain creation due to memory shortage, unable to balloon domainO

WMEBCE RGHIATHNTE, BREAEBEZTT - Domain0 &6 25 f=S [RIR A H ORI Z AL« IR AT LIRS

% xend.log BETiXAEIRIAA:

[2006-12-21] 20:33:31 xend 398] DEBUG (balloon:133) Balloon: 55832 Kib free; 0 to
scrub; need 1485h; retries: 20

[2006-12-21] 20:33:31 xend. XendDomainInfo 398] ERROR (XendDomainInfo: 202

Domain construction failed

it xm list Domain0 4, #RA7LI# domain0 P EIN LR - 1158 domain0 £

BAHANE, FRATLA "xm mem-set Domain-0 NewMemSize" & EHINGFER



PRERISCEI T T B R

wrong kernel image: non-RE kernel on a BRE

XME BRI R R AR B T AR R PALNZBMR - 2 i E7E RHEL 5.0 HfEiEF 2
515 non-PAE AL LA, P4 A AR - LRI RS SRFR PAE HIZ LN
A 64 (LR RLER -

[root@smith]# xm create -c va base

Using config file "va-base"

Errorr (22, 'invalid argument')

[2006-12-8 #:55:46 xend.XendDomainInfo 384] ERRORs

(XendDomainInfo:202) Domain construction failed

Traceback (most recent call last)

File "/usr/lib/python2.4/site-packages/xen/xend/XendDomainInfo.py", line 195 in create
vm.initDomain()

File " /usr/lib/python2.4/site-packages/xen/xend/XendDomainInfo.py", line 1363 in
initDomain raise VmError(str(exn))

VmError: (22, 'Invalid argument')

[2006-12-8 #:55:46 xend.XendDomainInfo 384] DEBUG (XenDomainInfo: #49]

XendDlomainInfo.destroy: domin=1

[2006-12-8 #:55:46 xend.XendDomainInfo 384] DEBRUG (XenDomainInfo: #57]



XendDlomainInfo.destroy: Domain (1)

WMARIRTFELSIT 32 fi/4F PAE W%, (RFFEILE PR E 2R RERNLETT - X TRELML
2 PR, IRIRFREETT 32 fif) PAE & 0L, IRTEH 32 (1[0 PAE WFE R X TR ML)
ZPUL, MRREZTT 64 (1K) PAE Z AL, IRLHIER 64 (if) PAE WfEREFF 5 T 78 2L HI%
FHL, IR 64 A EEFREFE1T 64 (12 1l - RHEL 51686 HLH) 32 fif PAE W% f2/F A FHz
11 32 MLHIFEAT RN 32 (RS 2B E FHLERERSE - 64 MLIRIEREF R 64 MEIHTIE
Lz FPAL -

YRIEFEEEILR HVM Z AL 50E] RHEL 5.0 REERN, Bta HILX AR - RIZE P ILAEER
51 % BAEH ST UE R - MERER BRI B RN PAE 5 H, Hifk pae=1-/REIZFEH 32 fi
HOIRRCAS -

PREGICE T T B R -

Unable to open a connection to the Xen hypervisor or daemon

% virt-manager BEFAREE I, SHILX R 2 Jetc/hosts BLE S EEH localhost %
H A&7 A MR GBI E X EE A B A T localhost 45 H - R & — MR localhost 4 H

ZNE

# Do not remove the following line, or various programs

# that require network functionality will fail.

localhost.localdomain localhost

TR — N ERE localhost 45 HRfl.

# Do not remove the following line, or various programs

# that require network functionality will fail.



1270.01 localhost.localdomain localhost

localhost.localdomain. localhost
rxBE T E AR (7 xen-xend.log file JXFH) -
Bridge xenbrl does not exist!

L& S ERETACE IEFRIC BN 277 XA R, B 28 1E Xen hotplug BIZASEERT o iR IRZE FHLZ A%

=l
EHECE SO, RS RIREHT XIS, T MRS BRI . SRk E RS
A ANEBEAFAER) Xen MFTECE K Z PR, (RRFEIEINT rIEHR

[root@trumble virt]# xm create r5b2-mySQLQ

Using config file " r5b2-mySQLA"

Going to boot Red Hat Enterprise Linux Server (2.68B.-12# .el5xen)
kernel: /vmlinuz-2.618-12@elbxen

initrd: /initrd-2.618-12&el5xen.img

Errorr Device 0 (vif) could not be connected. Hotplug scripts not working.
A5h, xend.log E&H FHEEVHIR:

[2006-11-% 15:0708 xend 385] DEBUG (DevController:#3) Waiting for devices vif
[2006-11-% 15:(0708 xend 38H] DEBUG (DevController:#9) Waiting for O

[2006-11-8 15:0708 xend 38b] DEBUG (DevController:464) hotplugStatusCallback

/local/domain/0/backend/vif/2/0/hotplug-status



ERPGZA T, RO AGREREIE BB SO, B vif & B HEIREEER vif &H, #&
EMRE xenbrQ fEASREMET, EMFEERIZWN T HR:

PREEEX L python 4%




Errorr invalid syntax 9win2k3xenl2, linel)

LBETCRHE (BANERE) BCESCER, Python AERGXLLEEIR o BEMRPLX AR, (RUAEIEAE
FRRECE SO, B A — DT S

19.25. K THUERRFRAES TR

o Red Hat Virtualization Center

o) http://wwwopenvirtualization.com

o Red Hat Enterprise Linux 5 Beta 2 %

le) http://www redhat.com/docs/manuals/enterprise/RHEL-5=

manual/index.html

o Libvirt API

o http://wwwlibvirt.org

o virt-manager i H 31T

o http://virt-manageret.redhat.com

o Xen fEXHIL

(@) http: WWW Xensource.com/xen/xen



http://www.xensource.com/xen/xen/
http://virt-manager.et.redhat.com/
http://www.libvirt.org/
http://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/index.html
http://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/index.html
http://www.openvirtualization.com/

FE BRI

(]

o http://virt.kernelnewbies.org
o Emerging Technologies Projects

o) http://et.redhat.com

N

% 20 = HALRE

<

20.1. HHAIM

20.2. TR

BESJHZ R TAMEBIMLRRIR, 5% T HRIEIBR -

20.1. HHARIM L

o http://www.cl.cam.ac.uk/research/srg/netos/xen/ — Xen™ ¥4V 128 3 1955 H

Wk, LI REACIRTIX DA o X Dol 4 T BofTHY Xen T H B 2t HISCHERITRES, B8
AEHMER, MZRMBEA . SR T Xen MHAHRBARMBER -

o http://www.libvirt.org/ — FI=EHL OS FIEEFULIEZE /T2 B K libvirt R API OB

W3t o

o http://virt-manager.et.redhat.com/ — Virtual Machine Manager (virt-manager)

(= MEHEAWLEITEALR AAERP) BT R -


http://virt-manager.et.redhat.com/
http://www.libvirt.org/
http://www.cl.cam.ac.uk/research/srg/netos/xen/
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/s2-virt-installed-documentation.html
https://www.redhat.com/docs/manuals/enterprise/RHEL-5-manual/zh-CN/Virtualization/s2-virt-additional-resources-web.html
http://et.redhat.com/
http://virt.kernelnewbies.org/

20.2. ZHERS0Y

o Jusr/share/doc/xen-<version-number>] —. X1 HFXEE& T KT Xen &
UL hypervisor LIMAHREE T ERNKERFE, SR RFIGCE « FGEEHEAEE L
T Xen AR .

o man virsh and /usr/share/doc/libvirt-<version-number> — 8% 7T
virsh BUNEE TRFaSfEm, UERT libvirt BHMLE AP FIZEEER. -

o /Jusr/share/doc/gnome-applet-vm-<version-number> — =g
ARHIZATHIEALE) GNOME EIEALTE R applet B3RS -

o Jusr/share/doc/libvirt-python-<version-number> — #f libvirt r
Python &4 - libvirt-python #t& avF python 7% #H libvirt Bl g
SR B TEFF -

o /Jusr/share/doc/python-virtinst-<version-number> — RHAEELHLE
JE 5 Fedora FILLIE R Linux %46 virt-install d4fsor -
o Jusr/share/doc/virt-manager-<version-number> — 5 L E %

(EHEEINEEATER) B30

fff5% A. Revision History

BT 5

f&iT 5.0.0-8 Thu Apr 05 2007

Resolves: #235311
Clarifying SELinux installation procedure

17 5.0.0-7 Wed Feb 07 2007



Resolves: #224220 #225169

Additional Developer
Feedback

f&1] 5.0.0-6 Thu Jan 31 2007

Resolves: #224220 #225169
Modify troubleshoot command

f&1] 5.0.0-3 Thu Jan 11 2007

Resolves: #221137
Fix to broken rpm

fffs% B. 5256 1

Xen & %%

H#r: %2% RHEL 3+ 4 8¢ 5 1 Windows XP Xen & 1l -

ekt WHBEIMALE AL Linux 5.0 TiES -

FEXASEERE, R S ANF R U T ORECE H %% RHEL 3~ 4 = 5 1 Windows XP Xen %/

Wl



SEEPIR 1. R ERT PAE HISCHF

R R BRI RGE T S HF PAE « LB HIL R CFF AT x86_64 1 ia64 CPU HI RGBT
LWL (para-virtualized) ZF L. Baa1T 1386 Z /0L, RAFENHE PAE A CPU. £ #

RIEICAR (EZET Pentium Mobile 8 Centrino MIZi0A) A3 #F PAE -

1. ZRAIRE CPU ZHSCHF PAE, HEA:

2. grep pae /proc/cpuinfo

4. TFHEBIHEHERTXA CPU SCRFE PAE « WX AN & HIREEM I H, UA1X A CPU AL
Fr PAE o 31X SU5G BLFTE 045 S B ER A PAE IR 1386 CPU 2i# /& x86_64 7l ia64 -

5. flags :

® fpu vme de pse tsc msr pae mce cx8 apic mtrr pge mca cmov pat clflush dts
acpi

7 mmx fxsr sse sse2 ss tm pbe nx up est tm2

SESETR 2. FH virt-install %% RHELS Beta 2 Xen EEHULE L -

FEXARE R, fRuaEE virt-install 23408840 Linux 5 Beta 2 #] Xen Z 4L -

1. EZEETMEML Linux 5 Beta 2 £ Xen Z /0L, ZE@ST P virt-install-
2. HRBOARERZREREMLHE I, BA: no-

3. A rhel5b2-pvl FroafREIEMHLEE -

4. %N 500 TEADBECHIN AR -

5. %A /xen/rhel5b2-pvl.img (ER ki (& Hg) -

6. HIA 6 1ENIREUBER (ZFPHLBME) Kb



7. HIA yes REMEASF -
8. #A nfs:server/path/to/rhel5b2 fFh% s .
9. WEIFIRT - BFH T LE.

10. EZFELERG, A [etc/xen/rhel5b2-pvl, T FEEIEE:
#vnc=1#vncunused=1sdl=1

11. FERSORGREERIEE fetc/inittab, FHETFEAINZERIMEISCHEE: init
5.#id:3:initdefault:id:5:initdefault:

SGPPR 3. F virt-manager %3 RHELS Beta 2 Xen L% L -

EXEEE, (R virt-manager sRZELIE R Linux 5 Beta 2 #7 Xen *EREHMLE F L.

1. EZPETMERL Linux 5 Beta 2 ) Xen *EEMMLE L, EaLiTioR FRA: virt-
manager-

2. 1t Open Connection &, i%# Local Xen host, /5 M. connect-

3. EEEIEEMEREN AR, 7 rle KEBE, A New-

4. #ifi prvard-

5. #Arhel5b2-pv2 fERfriIAGI%E, K5 A mrward .

6. ¥ mravirtualized, i mrward-

7. #A nfs:server/path/to/rhel5b2 1Eh%des Bl URL, SR/5 Al prward-

8. 1t#¥ Simple File., #A /xen/rhel5b2-pv2.img ER3CHHAIE - % 6000 MB,
?@E‘f—iﬁ Brward -

9. 1 500 VENMRIIEIMNLAIEESI B RN, RE AT Brvard-

10. S5 Finishe

RSN S & & FR I RAEH — R T AR 2



SZOS IR 4. RSN Intel-VT 8 AMD-V B3 -

TEIXASERGH, (RS ERI RYL2 G R Intel-VT 2 AMD-V i . BERIh 2w LB -
PRIERSE, IREIRGLASCRF A Intel-VT B AMD-V ) CPU - ZLIEEIML ARSI EH T — MBI

HVM 23 FFxX e CPU -

1. ZHBERE) CPU R AR Intel VT L AMD-V, BATENHS: egrep -e 'vmx|
svm' /proc/cpuinfo

2. THAHHZR CPU 3L Intel-VT:

3. LiElags 3

4. fpu tsc msr pae mce cx8 apic mtrr mca cmov pat clflush dts acpi mmx fxsr
sse

5, sse2 ss ht tm pbe constant_tsc pni monitor vmx est tm2 xtpr

XA AV E I, R CPU AZFF Intel-VT 8 AMD-V -

6. BHERI CPU E&H#E Intel-VT 8, AMD-V, BN FNHE M4

at /sys/hypervisor/properties/capabilities

7 FHMHEFER BIOS DEBAET Intel- VT 8. (15X M4 E Tk, R0 LIE
BIOS & THBEIFWMEMMAACAILE, 10 IBM Te0p £AY 'CPU' #i5 EAY 'Intel(R)
Virtualization Technology' - & BXMETIH-RAF, REEEVLESRET AR .

8. xen-3.0-x86_32p hvm-3.0-x86_32 hvm-3.0-x86_32p

SLOGHPIR 5. F virt-install Z22% RHELS Beta 2 Xen ZE& L L -

XIS R REH virt-install 225408k Linux 5 Beta 2 Xen 522 BELZ A -



1. EZETMEL Linux 5 Beta 2 £ Xen Z /0L, ZE@ST R virt-install-
2. HPERREFEFEREMNLE YN, #BA yes-.

3. #Arhel5b2-pv2 fEATRBIEMNLAE -

4. BEA 500 1ERDEHINFEE -

5. #A [xen/rhel5b2-fv1.img 1ERRIIELE (FFILBME) -

6. N 6 (ENIRINEERL (B FHLBMER) K.

7. BA yes REMHERMIS -

8. A /dev/cdrom fEAREM CD B

9. VNC viewer ¥7EZ3EHE O EHI . (nRE P F“main: Unable to connect to host:
Connection refused (111)"FE5RE R, AL FEMGSFREEE vncviewer
localhost:5900-VNC %51 5900 X R AZEIZITE VNC ERIE—1 Xen &7 A0RIEE

BT, IRATRERE LA 5901 - 5902 % -

TFIIRT « SOPH Rt T2

SEES IR 6. F virt-manager %% RHELS Beta 2 Xen &2 HLE L -

TEXPSEE R, RO EA virt-manager 340 L Linux 5 Beta 2 Xen S8 2L & FHL:

1. EZFETMERL Linux 5 Beta 2 ) Xen *EEMMLE L, EaLiTioR FRA: virt-
manager-

2. 1E open Connection & I, #i#¥ Local Xen host, /i connect-
3. BEEVIERIEUYIEESRN AR, HE rile EBRE, A New-

4. riifi mrward.

5. BArhel5b2-fv2 EARIMARGS, 5T rrvard -

6. 1%EFE Fully virtualized, 5. mrward-



f85€ CD-ROM E{ DVD, FHHIANZFENFHIBAL - ARMCRI 1SO BUHRZ3EH)IE, 155 1SO
BHRIALE - A Porward -

1E#% Simple File, #A /xen/rhel5b2-fv2.img fER3iFifiE - f5%E 6000 MB, 3
# i Prward-

W 500 TENIRIVEEWLE RS SR AR, K5 A Rrvard-

10. i Finish o

. RJEEAIAES G DR L -

SR 7. H virt-manager %3 RHEL3 Xen SE&EIMEE P L.

EXERBE, A virt-manager %340k Linux 3 Xen & FHL -

1.

FEIX BARAT LR FHANSEAL PR 6 AR HI A -

SEPER 8. H virt-manager %% RHEL4 Xen SE&REIMEE P L.

EXRRE, A virt-manager 23R Linux 4 Xen &L

1.

FEIX BARAT LR FHANSE AL PR 6 AR HI A -

SR 9- A virt-manager %% Windows XP Xen S RELE L -

EXEREHE, KA virt-manager ZE— 1 5E 2 EILE Windows XP Xen 2 L -

1.

2.

FAE Windows XP AL EZALLME AL Linux 5, £a4fT FHA: virt-manager-

£ Open Connection® M H, #3F Local Xen host, X5 5 connect-



10.

11.

12.

13.

14.

15.

16.

17.

FEENELIE RN E BE N TR, SRGTE rile SREH AL New-
H.ifi rward -

B winxp (ARG, K5 A mrward

P¥EFE Fully virtualized, 4. morward -

fE7€ CD-ROM Ei DVD, RIFHIAZIAN BB o« AR VREN 1SO BT 23, $R5E 1SO
BHRIALE - A Porward-

1E#% Simple File, #A /xen/winxp.img 1ERNCHRIAIE . 55 6000 MB, 4.
Brward o

HerE 1024 1ERNENNLEE IR KN FFEGE, RE0EE 2 /59 VCPU HI%E - il
Brward -

i Finisho
ERWES G E ORI A TS RZE.

R C:\ 2 KA FAT SCHERGIE LM Linux 5 8 NTFS PIAZIEE: - an Rk
IR XA NTFS 83X, HEEELE A SR Xen & A HLBUME AT RE AR ARl LA
ERF-REFEDRRLIE, %l winxp P losetup /dev/loop0
/xen/winxp.imgkpartx -av /dev/loopOmount
/dev/mapper/loop0pl /mntcp -prv $WINDOWS/i386 /mnt/-ixaLifE
BARAEE T Windows 2235070 AT AEIE 2 7 — R -

#A xm create -c winxp/ FTEFHZ) Xen &/ HL-
FEEMHEHER D, %5 winxp Xen Z L 5 open-
REUNEHEE D2 . SPE T s L .

FEAATRHE, HEEHIIE 'Files Needed' XFIEHE, 1RAT LUIEER
GLOBALROOT\DEVICE\CDROMO\I386 &2l C:\I386 - iRt AT REA S F FiX
ANAIRE, SRS TR A 25 - AR 2 R R AT BRI R SRR BB R EECh C:\I386

% AT ARBARIX A (A7 -



18. Wi Xen ZFHERIEAE T, Aidi shutdown, #7an FHIEHK:
/etc/xen/winxp:#vnc=1#vncunused=1sdl=1#vcpus=2 -

19. EEPIR 14 HEPHE RT3

B €. S24G 2

Live 18

HiR: W B EVLZ REEHHIT live B1H -

SeRGEIE: WA A BT &R AL Linux 5.0 Beta 2 I L{Ey;, Hi—&%H Fedora

Core 6 Xen & FHl -

FEX AN R, R DT BB HAEX D ENLZ R T A -

YiE: ZEARIF IR Z A

FEXANER R, REFREREEIULENL: —1 Xen & HURI— T HZE6ES H A ENL - RO FH
UTP HAGERSXH & EHL - Hib— & NFS S L= I1EGE 2318 « AR ATBCE X T & VLS R st 1T
oAt - Xen & PHLFACES A FAEZS 1A B - 7F Xen FPHLE, RRAZZSE—1 streaming k5555 - %
live BEAEZER & ENLIEFTHT, RLBHFX A streaming RS FTE Xen &P AL EASEW#IE1T - X
TR 2, XA RIML TN hostl #1 host2 -

ST 1. FE xend (FiE Xen E£HL)
EARSZIS it R, B ELE xend SRIER HTTP RS 2:F relocation IRGEEE) - S8BT,

xend SFFHREAYIIAIC HTTP RSSE: - EB5h UNIX BEZRTFEERSS (Xm) H5 xend #1718

5. ZEAEEN live B1E, IR EHITEE:



1. #f xend-config.sxp it

2. cp —-pr /etc/xen/xend-config.sxp /etc/xen/xend-config.sxp.default

4. 4 [etc/xen/xend-config.sxp FHEtfran MEE:

5. #(xend-unix-server yes) (xend-relocation-server

® yes) (xend-relocation-port 8002) (xend-relocation-address

7 ''")(xend-relocation-hosts-allow '')#(xend-relocation-hosts—-allow
'~“localhost$

8. ~localhost\\.localdomain$")

10. /& xend:service # xend restart-

HPR 2.l NFS S 3= A= A

FEIXSEIGHIE T, VRFFECE NFS HAHERS M — ML ZEE = .

1. 4% [etc/exports Ha & THI—1T: /xen *(rw,sync,no_root_squash)/

2. 1*% [etc/exports JHEHEE NFS k58 - #iiH default:service nfs
startchkconfig nfs on /=3 NFS fz55%s -

3. 7 hostl L/Esh NFS RS 3eiE, EATEATLEEE: host2:mount hostl:/xen -
4. HAELE hostl EFEN Xen Z AL LR fcb-pvl  (Es% 1 B fcb-pv2 ) -

5. xm create -c fc6-pvl

BIR 3. H#HE Xen Z UL streaming fR$5 2



EXNEIRE | YR TER H K streaming RS5%s: gnump3d - #-F53%5 gnump3d, K

'EXFF OGG vorbis XI5 T35 . BLEMBER -

1.

SIE 4.

M http://www.gnump3d.org/ ~# gnump3d-2.9.9.9.tar.bz2 tarball -7t
gnump3d-2.9.9.9/ B3 B#EH5XA tarball 30# - FiEiF%%: gnump3d
application:tar xvjf gnump3d-2.9.9.9.tar.bz2cd gnump3d-
2.9.9.9/make install

& [home/mp3 B3 MNLIEE Truth Happens 7188 #) TruthHappens.ogg:
mkdir /home/mp3wget -c

http://www.redhat.com/v/ogg/TruthHappens.ogg
BN A 2R A5) streaming RS %
command : gnump3d

HERE Xen EHLHEM—5 L, jB4T Movie Player. WNH%H %%, 7217 Movie Player
2 Hi %% totem F1 iso-codecs #iiEfL . i Applications, $X/57% Sound & Video, #/5

1 Movie Player-

S Movie, %J5 Open Location, #iA http://guest:8888/TruthHappens.ogg -

HUAT live BoiE

EF & Xen FHLHHF—& Ei2f7 TruthHappens.ogg -
#7 M host1 2 host2 #) live #i4#.

xm migrate -live fcé6-pvl host2

B NHGAERE Xen EHLEITH 2N 0 K.
watch -nl xm list

MR live BAH - IERGERGX MR E L DA -



PREPERIPER: 7E Xen & A HLEACE VNC k55 as

QAR [E] R VFRIE, 7R Xen ZPHLE, BB VNC RS EE gdm BRI .« 247 VNC viewer
HEREE Xen ZHL- 4 live BHEZEREE Xen 2L . G /K EFEF/IKE Xen & 113
WML VNC viewer BE AT 4 - aiiriE localhost:590x i£#Z VNC viewer, H I live

Moit, AR R RFANGE F GEREE] VNC viewer o iIXE— P EMIEF IR -
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