IEIAT%EUE%

0 F——p HDFS
== ' replication

Shiinise
"_P:"_'}—* -
replication

Hadoop#iE B thrFa E3MHE
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I Hello, World!

IEIAT@EUR:%

L XTHJ?%&?E’Jhadoopﬁﬁﬂﬁﬁl/\ U5

oridlh

Larid®@hl "]$ mkdir input
Lgrid@hl "1% cd input

Lorid®hl inputl$
Lgrid@hl inputl$
Lorid®hl inputl$
hello world
Lorid®hl inputl$
hello hadoop

Lorid@®hl inputl®

echo "hello world” >testl.txt
echo "hello hadoop” > test2.txt
cat testl.txt

cat testZ.txt

cd ../ hadoop—0.20.2

Legrid@hl hadoop—-0.20.21% bin/hadoop dfs -put ../7input in
Logrid@®hl hadoop—-0.20.21% bin/hadoop dfs —-1ls ./in/#\

>
-ru-r——r—— 3 grid supergroup
-ru-r——r-— 3 grid supergroup

2012.9.3

12 2012-06-22 17:00 /user/grid/in/testl.txt
13 2012-06-22 17:00 /user/grid/in/test?.txt




IM]ATH%EUR:%

hadoop—0.20.21% bin/hadoop jar hadoop-0.20.2-examples. jar wordcount in out
12706722 17:04:25 INFO input.FilelnputFormat: Total input paths to process : 2
12706722 17:04:25 INFO mapred.JobClient: Running job: job_201206221659_0001
12/06/22 17:04:26 INFO mapred.JobClient: map 0% reduce 0%
12706722 17:04:38 INFO mapred.JobClient: map 100% reduce 0%
12/06/22 17:04:51 INFO mapred.JobClient: map 100% reduce 100%
12706722 17:04:53 INFO mapred.JobClient: Job complete: job_201206221659_0001
12706722 17:04:53 INFO mapred.JobClient: Counters: 1/
12/06/22 17:04:53 INFO mapred.JobClient:  Job Counters
12/06/22 17:04:53 INFO mapred.JobClient: Launched reduce tasks=1
12706722 17:04:53 INFO mapred.JobClient: Launched map tasks=2
12/06/22 17:04:53 INFO mapred.JobClient: Data-local map tasks=2
12/06/22 17:04:53 INFO mapred.JobClient:  FileSystemCounters
12/06/22 17:04:53 INFO mapred.JobClient: FILE_BYTES_READ=55
12706722 17:04:53 INFO mapred.JobClient: HDFS_BYTES_READ=25
12706722 17:04:53 INFO mapred.JobClient: FILE_BYTES_WRITTEN=180
12/06/22 17:04:53 INFO mapred.JobClient: HDFS_BYTES_WRITTEN=25%
12/06/22 17:04:53 INFO mapred.JobClient:  Map-Reduce Framework
12/06/22 17:04:53 INFO mapred.JobClient: Reduce input groups=3
12706722 17:04:53 INFO mapred.JobClient: Combine output records=4
12/06/22 17:04:53 INFO mapred.JobClient: Map input records=2
12/06/22 17:04:53 INFO mapred.JobClient: Reduce shuffle bytes=61
12706722 17:04:53 INFO mapred.JobClient: Reduce output records=3
12706722 17:04:53 INFO mapred.JobClient: Spilled Records=8
12/06/22 17:04:53 INFO mapred.JobClient: Map output bytes=41
12706722 17:04:53 INFO mapred.JobClient: Combine input records=4
12706722 17:04:53 INFO mapred.JobClient: Map output records=4
12/06/22 17:04:53 INFO mapred.JobClient: Reduce input records=4
hadoop-0.20.21%

2012.9.3




iLEER

IMIAT@EUR:%

Legrid@hl hadoop—-0.20.21% bin/hadoop dfs -ls

Found 2 items

druxr—-xr-x - grid supergroup 0 2012-06-22
druxr—-xr-x - grid supergroup 0 2012-06-22
Lgrid®hl hadoop-0.20.21% bin/hadoop dfs -1s ./out
Found 2 items

druxr—-xr—-x  — grid supergroup 0 2012-06-22

-ru-r——r—— 3 grid supergroup 25 2012-06-22
Lgrid®hl hadoop-0.20.21% bin/hadoop dfs —cat ./out/#
hadoop 1

hello 2

world 1

cat: Source must be a file.

Lorid@hl hadoop—0.20.21%

2012.9.3

17:00 /fuser/grid/in
17:04 /user/grid/out

17:04 /user/grid/out/_logs
17:04 /fuser/grid/out/part-r—00000
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I i@idweb T f#HadoophIiEEh g BRUSE

B EIANEEEsFOhttpina)jobtrackerFrETS RAY50030ixm M 451z jobtracker
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ATAGLIRLI
http://192.168.1.102:50030/jobtracker.jsp Il—[llﬁi'ﬂiﬁﬁ

h1l Hadoop Map/Reduce Administration

State: FIUNNING

Started: Fri Jun 22 16:59:02 EDT 2012

Yersion: 0. 20,2, r911707

Compiled: Fri Feb 19 03:07:34 UTC 2010 by chrisdo
Identifier: 201206221659

Cluster Summary (Heap Size is 15.31 MB/966. 69 MB)

Kaps | Reduces |Total Submissions |Nodes |Hap Task Capacity |Reduce Task Capacity |Avg. Tasks/Node |Blacklisted Nodes
] y] 1 1 2 2 4, 00 8]

Scheduling Information

| Queue Name | Scheduling Information

| default |NfA

Filter (Jobid, Priority, User, Name) |
Example: "user:smith 32007 will filter by “smith’ only in the user field and 32007 in all fields

2012.9.3
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ATAGLIRU
I Jobtrackerisiz IHEEEF%

Filter (Jobid, Priority, User, Name) |
Example: “user:smith 32007 will filter by “smith’ only in the uszer field and 32007 in all fields

Running Jobs

Completed Jobs

. .. Nap % Nap Haps Reduce % Reduce Reduces Job Scheduling
Jobid Priority | User Name Complete Total Completed Complete Total Completed Information
: . o |word 100, 00% 100, 00%
Job_201206221659_0001 | NORMAL zrid ot 2 2 1 1 JOEY
Failed Jobs
nane
Local Logs
Log directory, Jok Tracker History
Hadoop, 2012,

2012.9.3
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I Jobtrackerli5iz=

Il_llIATﬂ)?EUH_LI

Hadoop job 201206221659 0001 on hl

User: zrid

Job Name: word count
Job File: hdfs://hl:9000/tmp/hadoop—erid/mapred/svstem/ jok 201206221659 0001/ job. xml

Job Setup: Successful
Status: bucceeded
Started at: Fri Jun 22 17:04:25 EDT 2012
Finished at: Fri Jun 22 17:04:52 EDT 2012

Finished in:

Zbsgec

Job Cleanup: successful

Eind |% Complete

Num Tasks |Pending | Running

Complete |Eilled

Failed/Eilled
Task Attempts

DATAGURUE AL #4E 2 4 P 24

map 100, D0% 2 0 0 2 0 0/0
reduce 100. 0% 1 0 0 i 0 0/0
‘ Counter |lap ‘Reduce |Tuta1
‘Launched reduce tasks | 0 ‘ ] | 1
Job Counters ‘Launched map tasks | 0 ‘ 0 | 2

‘Data—lucal map tasks | 0 ‘ 0 | 2
‘FILE_BYTES_READ | 1] ‘ 55 | 5h
FileSwstemCounters ‘HDFS_BYTES_READ | » ‘ ’ | *
‘FILE_BYTES_WRITTEN | 125 ‘ 55 | 180
2012.9.3




http://192.168.1.102:50070/dfshealth.jsp

ATAGLIR
Y

u

-
> >
NameNode ~h1:9000
Started: Fri Jun 22 16:58:58 EDT 2012
Yersion: 0,20, 2, 911707
Compiled: Fri Feb 19 08:07:34 UTC 2010 by chrisdo
Upgrades: There are no upgrades in progress.
browse the filesystem
Namenode Logs
Cluster Summarwv
17 files and directories, 11 blocks = 28 total. Heap Size is 15.51 EB / 966.69 EB (1%)
Configured Capacity : 94,81 GE
DFS5 Used : 100 KB
Hon DF5 Uzed 5.79 GH
DF5 Eemaining B6. 02 GB
DFS Used% 0 %
DF5 Eemaining% 0. 73 %
Liwve Nodes 1
Dead Nodes 0]
NameNode Storage:
Storage Directoxry | T¥pe State
fhome fzrid mame INAGE_AND_EDITS | Active
2012.9.3
DATAGURU %\l #t4E 75 #7 P 15 9



ATAGLIRL
Lt

MHE) HEE(E) BE(N) MHHR(E) BEEB) TAO #HHH)

€= & |} 192.168.1.102:50070/logs/
M —
< FHF... ua 219.232.2... |Elﬁlﬁéﬁi+... Ml#Et7mR... |« The Log-S... | [&|BEEMEE_... || Director.. *

Directorv: /logs/

hadoop—grid—jobtracker—hl. log TER284
hadoop—grid—jobtracker—hl. log. 2002-059-23 BO0hEEA
hadoop—grid—jobtracker—hl. out 0
hadoop—grid—jobtracker—hl. out. 1 0
hadoop—grid—jobtracker—hl. out. & 0
hadoop—grid—jobtracker—hl. out. 3 0
hadoop—grid-jobtracker—hl. out.d 0
hadoop—grid—jobtracker—hl. out. b 0
hadoop—grid-namenode—hl. log 421554
hadoop—zrid—mnamenode—hl. log. 2002-09-25 3504860
hadoop—grid—namenode—hl. out 0
hadoop—zrid—namenode—hl. ont. 1 0
hadoop—zrid—namenode—hl. out. 2 0
hadoop—grid—namenode—hl. out. 3 0
hadoop—grid-namenode—hl. out. 4 0
hadoop—grid—namenode—hl. out. b 0
hadoop—grid-—zecondarvnamenode—hl. log g0EE4
hadoop—grid-zecondarvrnamenode—hl. log. 2002-00-33 11260
hadoop—grid-—zecondarvnamenode—hl. out 0
hadoop—grid-—zecondarvnamenode—hl. out. 1 0
hadnmm—ovi dA—sarand s amenada—hl ot 7 r
2012.9.3
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SIMEST R4 L) e S

®) HDFS:/ - Mozilla Firefox 4 Lo+ o0.s @ |
SHE) dRiE(E) &EEH() FAR(S) BE(BE) ITAT) M)

&“ [[jj 192.168.1.104:50075/browseDirectory.jsp?namenodelnfoPort=50070&dir=22F @
< FHF... 0, 210.232.2... |!::]EJE%:‘E#... s, | ) The Log-S... |[&]EEM= ... | HDFSy x @LSWtree_---|Ef

Contents of directory /

Goto If Zo |

|HamE|TypE|5iz&|REplicatiun|Bluck 5ize|ludificatiun Timﬂ|Pﬂrmi55iun|ﬂwner|ﬁruup

|IQE |dir | | | |2012—UE—22 16:52 |rwxr—xr—x |grid |5upergruup

|g§§£|dir | | | |2012—UE—22 16:52 |rwxr—xr—x |grid |5upergruup

Go back to DFS home

Local logs

Log directory

Hadoop, 2012,

2012.9.3
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I[E]ATH%EUR:%

| MIESIETMIL (MOSE )

Lgrid@h3 datal$ 1ls -1R

total 16

druxruxr-x 2 grid grid 4096 Jun 22 17:04

druxruxr-x 2 grid grid 4096 Jun 22 16:59

-ru-rw-r—— 1 grid grid 0 Jun 22 16:59 in_use.lock

-ru-rw-r—— 1 grid grid 157 Jun 22 16:59 storage
druxruxr-x 2 grid grid 4096 Jun 22 17:04

foeurrent -
total 80

“rW-rw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rU-ruw-r-——
“rW-rWw-r——
“rW-rWw-r——
“rW-rWw-r——
“rW-rWw-r——

grid grid 204 blk_1864853225322117619

grid grid 104 blk_1864853225322117619_1037 .meta
grid grid 104 blk_-2152022802549252155

grid grid 204 blk_-2152022802549252155_1036 .meta
grid grid 204 blk_3251284937612942908

grid grid 104 blk_3251284937612942908_1037 .meta
grid grid 200 blk_7499053175856941845

grid grid 200 blk_7499053175856941845_1031 .meta
grid grid 200 blk_-7677903991784965860

grid grid 200 blk_-7677903991784965860_1030 .meta
grid grid 259 blk_8963744517366784034

grid grid 259 blk_8963744517366784034_1029 .meta
orid grid : dncp_block_verification.log.curr

orid grid : YERSION
2012.9.3

Y e e




ATAGLIRU
I HDFSiZit&E il S Bfr S5

m EHRARERES. BIEETR

B RIVEERENE. RIEUEILEIENTIARREN LS , HadoopBKMRIR RS ITTIAES
FAbiE

B OKIEEES

n HRE—HMERE, ATRERRERE  IWHERABXESZXIZEERLH , B
BEXMH—EZBEN , XA, SBBAREEN

B EFEXRA "HEHE RSB RAT
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I HDFS{# R %514 Iﬂ@ﬁ%‘%

B NameNode

m DataNode
B EEAE
B BR{ESSF

m SecondaryNameNode

2012.9.3
DATAGURU% il 3542 % 47 R v 14



I Namenode IB%

B EENHRFREZIE

B RSN EEIERESD
Datanode R EFIEIZA

et

(=

Lgrid@hl namel$ 1s -RI1

grid grid 4096 Jun 22 104
grid grid 4096 Jun 22 b1

B AR SHEREIE] grid grid 0 Jun 22 16:58 in_use.lock
fcurrent:
total 24

" 16% gilajlj\]ﬁljaﬁﬂ]_zi “rW-rw-r—— grid grid 1049092 Jun 17:04 edits

B4 S R T 1 gid grid 8 G 20 17:04 Fatine

grid grid 99 Jun 17:04 YERSION
B NamenodefFHESHEC N
iHDFSﬁé&?EE’\JQ{{M {%}Eﬁ -ru-rw-r—— 1 grid grid 157 Jun 22 17:04 fsimage
. Lgrid®hl namel$

MRS RESIER GO

B=(E) , BAHRGT |, X

HEES

2012.9.3



Datanode Iﬂlaﬁ%%

B AEAEYET R

My £t
FhEEE [grid®h3 datal$ ls -IR
B —rE Z NS5 total 16
/A%)\ r N *H& druxruxr-x 2 grid grid 4096 Jun 04
druxruxr-x 2 grid grid 4096 Jun 59
( ;f:ﬂ§§afl ) -ru-rw-r—— 1 grid grid 0 Jun 59 in_use.lock
-ru-rw-r—— 1 grid grid 157 Jun 59 storage
s N druxruxr-x 2 grid grid 4096 Jun 04
B HHEUERER |,
fecurrent:
BRI JNE total 80
’\iﬁﬁij&k'] ZE64MB -ru-rw-r—— 1 grid grid 8668 104 blk_1864853225322117619
" i - E§£§L -ru-rw-r—— 1 grid grid 75 104 blk_1864853225322117619_1037 .meta
B E— ] -ru-rw-r—— 1 grid grid 16666 104 blk_-2152022802549252155
RQJ:E k = ig&ﬁl— = -ru-rw-r—— 1 grid grid 139 104 blk_-2152022802549252155_1036 .meta
AN = -ru-rw-r—— 1 grid grid P 104 blk_3251284937612942908
" T -ru-rw-r-— 1 grid grid 11 104 blk_3251284937612942908_1037 .meta

grid grid 13 100 blk_7499053175856941845

grid grid 11 100 blk_7499053175856941845_1031.meta
grid grid 12 100 blk_-7677903991784965860

grid grid 11 100 blk_-7677903991784965860_1030.meta
grid grid 4 159 b1k_8963744517366784034

grid grid 11 159 blk_8963744517366784034_1029 .meta
grid grid 770 113 dnep_block_verification.log.curr

grid grid 157 :59 VERSTON

TruTruwTrT—
TruTruwTrT—
TruTruwTrT—
TruTruwTrT—
TruTruwTrT—
TruTruwTrT—
TruTruwTrT—
TruTruwTrT—

1
1
1
1
1
1
1
1
1
1
1
1
1
1

2012.9.3



. . ATAGLURL
VRS Mt

B EFinEihie)HDFSHRY—

SZ#JF [» \ » Metadata (Name, replicas, ...): ‘
- E%}Anamenode&?@éﬂﬁiﬁ Metadata ops"[ Namenode » /home/ffoo/data, 3, ...
AT SRR T ESIE (Cient) Blockops

Reléd Datanodes \ Datanodes
!

B RIEVIRAEFEEERAY

W (... =ma
datanode - g O Q i Blocks
® ijjaldatanodesRENEUE ‘, ¢
e Rack 1 YW~ Rack 2
B NamenodeHAZ5EHELR " . o
&5
2012.9.3
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I HDFSAYRI5E 14 Iﬁlﬁﬁ‘?ﬁ%

B UREIARRES
mIZERRE
OB
m ZetRR
mREGH
I 1 gt
B THEERP
mRERHH
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_ ATAGLIRLI
|n,, | 0 A b
B oL fEhdfs-site xmldgEEE IR FEERIAEE

B FREHUEREEERIER

B Datanode/SzifY , IBBAMIG RS , F-E—{DhdfsSEURRFIAR M SHARIRT I K FRG ]
%= ( blockreport ) iC#RZGnamenode

2012.9.3
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I H| AR MM s

B SR RBEARENZEL | MR B RN E

m HDFSHY “H1Z8Rk%0"

B —REAMEFE—EE  EEEVIEBFEHREIRIEIAE |, XEErTLARS LN 2R mT
EREIE |, BT LIRS TR EE

HDFS Architecture

Mctadata (Name, replicas, ...):
/homeffoo/data, 3, ...

Namenode

Metadata ops ™

Re!d Datanodes

| =
RN
‘DD

Datanodes

2012.9.3
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AT}{}EURU

Ilt‘.\ﬂ#lsmﬂﬁlj Ay

B NamenodeEHiitEMdatanodeZRUOBHESFTIRIRS

B NamenodefRiEHIR SIGIETTEGE

B REEAARXOBHRIdatanodeWIRICAEN . AEBLEEEE/OEK

B YN5RdatanodeBUERREIAE NF , FARRTFSTIRERISHE , namenode=tailll
HXEEIER |, A ESENRTIHITERSES

B 5|xEHEFHNRETSEIERI ARSI, BEER  SFRFHIEE

2012.9.3
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ATAGLIRLI

| zemst A

B Namenode[Faiit&GEE&d— "EE£EN" MER

B eI NIRARTELIES

B 7t iERNamenodeli& & datanodefifik s , SEFRWIARIGR/NEIARELA LR
SWANZE "Z2" 1Y

B E—Ehl (ANRE ) FEIEREHREN "REe" 5 BEETHE , R2BEAER

B SRR ASARRIEEREY | iZRESHEFIEEIAEIGR/NEIAE

2012.9.3
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ATAGURU
I BRAGFN Wit
B ESEHBIZET , B EIERES RG]
B RENSAEARE— M RE SR FEDRRTE T
B EFimREEUEI T LS ERIEFIEEHEE , NMAMEIERESIRIA
B IRIFASEEAVEEEIIRIA , MaT AR EssENE E Rl

ru-ru-r—— 1 grid grid 4 Jun 22 16:59 blk_8963744517366784034
ru-ru—r—— 1 grid grid 11 Jun 22 16:59 blk 896374451/7366/84034 1029.meta

ru-rw-—r—-— 1 grid grid 867 Jun 22 17:41 dncp_block_verification.log.curr
ru-ru—r—— 1 grid grid 157 Jun 22 16:

2012.9.3




+ ATAGLIRLI
| e BREX e
m IBRSCARS |, ESERMA BN/ trash
m [EE RIS R LURIEIR S

B FJLARE—REE , SEEEX AR ERBIDXNEE | #iadEmER |
FERN S RRIEIER
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ATAGURL
VrEYhuSE

| maEmy

B EANFIESZ BEENamenodefiz R, TGRS HREZ MBI
B FIASIEENamenodefJ4MBIRE |, (BIEINL S
B NamenodelfkARER , MR EFEHREEFT it
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| e (s

B IFEEENTERREG | BRI LESIRRIRIX YA RAPRES

B HadoopHRIAARSHFIREE , EEFIAFF AT
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| HoFsstemte M 4=
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I 5 EHDFS TR Iﬂl@i%”%

B R, hadoopiRELRIB RIS , tHigHcdH<

Loarid®h3 hadoop-0.20.21% bin/hadoop dfs -1s
Found 3 items

-rw-r——r—— 3 grid supergroup 182543327 2012-06-22 19:14 /user/grid/abc
druxr—-xr-x - grid supergroup Q0 2012-06-22 1/7:00 /user/grid/in
drwxr-xr-x - grid supergroup 0 2012-06-22 17:04 /user/grid/out

Lgrid@h3 hadoop—-0.20.21% bin/hadoop dfs -1ls ./in

Found 2 items
-ru-r——r-— 3 grid supergroup 12 2012-06-22 17:00 /user/grid/in/testl.txt

-rw-r——r—— 3 grid supergroup 13 2012-06-22 17:00 fuser/grid/in/test?.txt

"

2012.9.3




I[E]ATH%EUR:%

| HET{HFIHDFS

Lerid®h3 hadoop-0.20.21% bin/hadoop dfs -put ..7abc abc
Lerid®h3 hadoop-0.20.21% bin/hadoop dfs -1s
Found 3 items
-rw-r——r—-- 3 grid supergroup 182543327 2012-06-22 19:14 /fuser/grid/abc
druxr-—xr-x - grid supergroup 0 2012-06-22 17:00 fuser/grid/in
drwxr-xr-x - grid supergroup 0 2012-06-22 1/7:04 fuser/grid/out
Lerid®h3 hadoop-0.20.21% cd ../data
Lorid®h3 datal$ 1s

in_use.lock storage

[grid®h3 datal$ 1s -1R

total 16

drwxruxr-x 2 grid grid 4096 Jun 114

druxrwxr-x 2 grid grid 4096 Jun :59

-rw-rw-r— 1 grid grid 0 Jun 59 in_use.lock
-rw-rw-r-—— 1 grid grid 157 Jun :59 storage
drwxrwxr-x 2 grid grid 4096 Jun 114

JSourrent :
total 179952
-rw-rw-r-—— 1 grid grid 8668 : blk_1864853225322117619
-rw-rw-r-—— 1 grid grid b : blk_1864853225322117619_1037 .meta
-rw—rw-—r—— 1 grid grid 16666 : blk_-2152022802549252155
-rw-rw-r-—— 1 grid grid 139 : blk_-2152022802549252155_1036.meta
-rw-rw-r— 1 grid grid 25 : blk_3251284937612942908
-rw-rw-r-—— 1 grid grid 11 : blk_325128493/612942908_1037 .meta
-rw-rw-r—— 1 grid grid 67108864 : blk_-4764241716670312355
-rw—rw-—r—— 1 grid grid 524295 : blk_-4764241716670312355_1038 .meta
-rw-rw-r—— 1 orid orid 67108864 : blk_-6923484112699544961

2012.9.3




I[E]ATH%EUR:%

| {SHDFSHY S HIEI A it

Legrid@h3 hadoop—-0.20.21% bin/hadoop dfs -get abc ./xyz
Lgrid@h3 hadoop-0.20.21% 1s -1

total 183348

druxr—-xr—-x
“rU-ruw-r——
druxr—-xr—-x
“rU-ruw-r——
druxr—-xr—-x
druxr—-xr—-x
druxr—xr—x
“rU-ruw-r——
“rU-ruw-r——
“rU-ruw-r——
“rU-ruw-r——
“rU-ruw-r——
druxr—-xr—-x
“rU-ruw-r——
druxr—xr—x
druxr—-xr—-x
“rU-ruw-r——
druxrwxr—x
“rU-ruw-r——
“rU-ruw-r——
druxr—-xr—-x
druxr—-xr—-x
“rU-ruw-r——

grid grid 4096 Sep 23 2002

grid grid 74035 Sep 23 2002 build.xml

grid grid 4096 Feb 19 2010

grid grid 348624 Sep 23 2002 CHANGES.txt

grid grid 4096 Jun 22 16:58

grid grid 4096 Feb 19 2010

orid grid 4096 Sep 23 2002

grid grid 6839 Sep 23 2002 hadoop-0.20.2-ant. jar
grid grid 2689741 Sep 23 2002 hadoop—-0.20.2-core. jar
grid grid 142466 Sep 23 2002 hadoop-0.20.2-examples. jar
grid grid 1563859 Sep 23 2002 hadoop-0.20.2-test. jar
grid grid 69940 Sep 23 2002 hadoop-0.20.2-tools. jar
grid grid 4096 Sep 23 2002

grid grid 8852 Sep 23 2002 ivy.xml

orid grid 4096 Sep 23 2002

grid grid 4096 Sep 23 2002

grid grid 13366 Sep 23 2002 LICENSE.txt

grid grid 4096 Jun 22 17:04

grid grid 101 Sep 23 2002 NOTICE.txt

grid grid 1366 Sep 23 2002 README .txt

grid grid 4096 Sep 23 2002

grid grid 4096 Feb 19 2010

grid grid 182543327 Jun 22 20:40
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Lgrid@h3 hadoop—-0.20.21% bin/hadoop dfs -rmr abc
Deleted hdfs:/7/h1:9000/user/grid/abc

Lorid@h3 hadoop-0.20.21% cd ../data

Lorid@h3 datal$ 1s -1R

total 16

druxruxr—x 2 grid grid 4096 Jun 22 20:41

druxrwxr—x 2 grid grid 4096 Jun 22 16:59

-rw-rw-r—— 1 grid grid 0 Jun 22 16:59 in_use.lock

“-rw-rw-r—— 1 grid grid 157 Jun 22 16:59 storage
druxruxr—-x 2 grid grid 4096 Jun 22 19:14

focurrent:
total 80

“ruU-ruw-r——
“rWU-ru-r——
“rWU-ru-r——
“rW-rw-r——
“rW-rw-r——
“rWU-rw-r——
“ruU-ruw-r——
“rWU-ru-r——
“rWU-ru-r——
“rW-rw-r——
“rWU-ruw-r——
“rW-rw-r——
“ruU-ruw-r——
“rWU-ru-r——

grid grid 104 blk_1864853225322117619

grid grid 104 blk_1864853225322117619_1037 .meta
grid grid 104 blk_-2152022802549252155

grid grid 104 blk_-2152022802549252155_1036 .meta
grid grid 104 blk_3251284937612942908

grid grid 104 blk_3251284937612942908_1037 .meta
grid grid 200 blk_7499053175856941845

grid grid 200 blk_7499053175856941845_1031.meta
grid grid 100 blk_-76/7903991/84965860

grid grid 200 blk_-7677903991784965860_1030 .meta
grid grid :59 blk_8963744517366784034

grid grid :59 blk_8963744517366784034_1029.meta
grid grid : dncp_block_verification.log.curr

grid grid : YERSION
2012.9.3
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[érid@hS hadoop—0.20.21% bin/hadoop dfs -1ls

Found 2 items

druxr-xr-x - grid supergroup 0 2012-06-22 17:00 /user/grid/in
druxr-xr-x - grid supergroup 0 2012-06-22 17:04 /user/grid/out
Legrid@h3 hadoop—-0.20.21% bin/hadoop dfs -1ls ./out

Found 2 items

druxr—-xr-x - grid supergroup 0 2012-06-22 1/7:04 fuser/grid/out/_logs
-ru—r——r—— 3 grid supergroup 25 2012-06-22 1/7:04 fuser/grid/out/part-r—00000
Lgrid®Ph3 hadoop-0.20.21% bin/hadoop dfs —cat ./out/part-r—-00000

hadoop 1

hello 2

world 1

Lerid@h3 hadoop—-0.20.21%

2012.9.3
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Legrid®h3 hadoop—0.20.21% bin/hadoop dfsadmin —-report
Configured Capacity: 101801435136 (94.81 GB)

Present Capacity: 91998890308 (85.68 GB)

DFS Remaining: 91998568448 (85.68 GB)

DFS Used: 321860 (314.32 KB)

DFS Used%: 0%

Under replicated blocks: 6

Blocks with corrupt replicas: 0

Missing blocks: 0

Datanodes available: 1 (1 total. 0 dead)

Name: 192.168.1.104:50010

Decommission Status : Normal

Configured Capacity: 101801435136 (94.81 GB)
DFS Used: 321860 (314.32 KB>

Non DFS Used: 9802544828 (9.13 GB)

DFS Remaining: 91998568448(85.68 GB)

DFS Used%: 0%

DFS RemainingZ: 90.37%

Last contact: Fri Jun 22 20:44:36 EDT 2012

2012.9.3
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[grid®h3 hadoop-0.20.21% bin/hadoop dfsadmin —safemode enter
Safe mode is ON

[grid®h3 hadoop-0.20.21%

Lgrid@®h3 hadoop-0.20.21% bin/hadoop dfsadmin —safemode leave
Safe mode is OFF
Lgrid@®h3 hadoop-0.20.21%

2012.9.3
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B TR EFhadoop

B iBnamenodefIBXEENHEHIFZT

B {E¥mastersfllslaves3Z{f |, IS

B REsshiZEHTIZT

B Sz R EfYdatanodeftasktracker ( hadoop-daemon.sh start

datanode/tasktracker )

B i={Tstart-balancer.shi{ TR R EIYE
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m Start-all.shBSHAE

bin="dirname "$0""
bin="cd "$bin": pud”

. "$bin" /hadoop—config.sh

# start dfs daemons

"$bin"/start-dfs.sh ——config $HADOOP_CONF _DIR

# start mapred daemons

"$bin"/start-mapred.sh ——config $HADOOP_CONF_DIR
[grid®h3 binl$

2012.9.3
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Lgrid@h3 binl$ ./start-balancer.sh

starting balancer. logging to /home/grid/hadoop-0.20.2/bin/../logs/hadoop—grid-balancer—h3.out

[erid@h3 binl$ |

2012.9.3
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I HDFS API

) Hdfs (Hadoop-Hdfs 0.22.0 API) - Mozilla Firefox 40K

CH(E) #REE(E) EE(N) FE(E) BE(E) LA HEH)

A =ls|.

\(:/ > | " | hadoop.apache.org/hdfs/docs/r0.22.0/api/indesx.html O - (3'] [v BE -(#' || -~ = -
< }hadoop 0.... |@?ﬂéﬁﬂ%ﬂ$ |ECygwin |[jjalibaba DB...|§§¢E$\L$... |[E]Dataguru... |[:jiﬂ€ﬂwﬂa—’... |[:j DailyReport | EEE - H |\des (H... x| | PPEX@m-... ‘ ‘Eﬂig Data C... +

-

All Classes org. apache. hadoop. f=. FiData0utput Strean | createlnternal (org. apache. hadoop. fs. Path f,
EnumSet<orz. apache. hadoop. f=. CreateFlasg> createFlas,
Packages org. apache. hadoop. f=. permission. FePermission absolutePer

org.apache.hadoop.fs

org.apache hadoop hdfs
org.apache hadoop hdfs protocol
org apache hadoop. hdfs security tok
org.apache hadoop.hdfs security tok

int bufferSize, short replication, long blockSize,
org. apache. hadoop. util. Progressable progress,
int bytesPerChecksum, boolean createParent)

orq anache hadoon hdfs. server bal: |
3

GSET d

GSetByHashMap
dfs !
HOFESConcat

HdfsConfiguration

HdfsConstants

HdfsConstants BlockUCState
HdfsConstants NamenodeRole
HdfsConstanis ModeType
HdfsConstants.ReplicaState
HdfsConstants StarfupCption
HdfsFileStatus

HdfsLocatedFileStatus
HOFSPolicyProvider

HitpFileSystem

HsfipFileSystem

HsfipFileSystem DummyHostnameVi
HsfipFileSystem DummyTrusthManac
InconsistentFSStateException
IncorrectVersionException
INodeSymlink

InterDatanodeProtocol
InvalidBlockTokenException

JMXGet

JspHelper

KeyUpdateCommand 'Ll
A L] .

woid

createSymlink {orz. apache. hadoop. fs. Path tarset,
org. apache. hadoop. f=. Path link, boolean createParent)

boolean

deletelors. apache. hadoop. f5.Path £, boolean recursive)

org. apache. hadoop. f=. BlockLocation(]

getFileBlockLocations(org. apache. hadoop. fs. Path p,
long start, long len)

org. apache. hadoop. f2. FileChecksum

getFileChecksum(org. apache. hadoop. fs, Path £)

org. apache. hadoop. f2. FileStatus

getFilelinkStatus(orz. apache. hadoop. fs.Path )

org. apache. hadoop. fz. FileStatus=

getFileStatus(ore. apache. hadoop. fs. Path £)

org. apache. hadoop, fz. Feitatus

getFsStatus()

org. apache. hadoop. fz.Path

getlLinkTarget {orz. apache. hadoop. f=. Path p)

org. apache. hadoop. f2. FeServerDefaults

getServerDefaul ts()

DATAGURUZ A ##E 5

5 AT R 4

=1

in

getlUriDefaul tPort ()
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