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1. i 23,355 :. PaaS

BATIN 2013 FFFURTEES, ACHHE 2 THERAZREHH M7E L, S0 ERB AR WA E AR . X B AREA W H
R AWS F1IBM ) OpenStack, AKX JE#E< FH5—it4 T VMware (1) Cloud Foundry. AT R L. Cloud
Foundry /44—~ PaaS fFE &A% 0 1] 3.,
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Cloud Foundry S#52&N A EE— MR PaaS = V&, EXREZMHEL, B5. BTN, =6 &N HRS,
TR N BB AE LA B A EAT N R P B B AN R, o R AE O AT A SR ) ) R 123 b)) H VM Ware 1
K, T20144E%; \ Pivotal 1 open source. 20154F, Cloud Foundry 344> %37

PaaS % LAET NN Rt —E4T A4 Kb, Cloud Foundry JyZMh3-iiis & #8et T —FhT ks . prig
IT R AR AT LI RE 3 (K RT AT SCAF AR SHBAIAST Bl — AN 546 6, S8 J5 A% %) Cloud Foundry (A7 Ly, 24
JE R L AR AT T 26 L 20 R SR S8 (K R FUATL L

L Cloud Foundary 5, A Hh [ R 32 2 =i R R B — 44
$ cf push "1V J{]"

N HEE TG, B —GBUN EEIREARM A2 ANH. Cloud Foundry 2 Linux 24
NameSpace F1 CGroup +% AR AN 7] 1 R FH 1247 B 25 A0 B P B ] o

T T AR S BOR A, NAZANE Linux 452 RA TR EAR . 4% E L ki, Cloud Foundry 2 i
AR . FrLAfE Docker 4 2 J&, Cloud Foundry f7= 4B James Bayer BifEAL X HE(T 7 — R VRN X
th, /G452 Docker ffHRIFE AR Cloud Foundry BB AR XA, ANMERRE, & FZEu2 Docker LI
7 Cloud Foundry HITiiszitfc, (H2AIENIE, X kCloud Foundry W T .
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Docker 75 /2 2 {# F§ NameSpace #l CGroup Hi AR & H %, {Hi2 Docker Lt T & Fh PaaS =7 & H AR KO
MAHLRENEGEAR. 2R ABGHEAR, Docker fFEMtA: 2 JG KL ALES K PaaS B4R EA NS K1
I o5 A5 T 3 (0 1 AT



oocker

PaaS # izt P N H AT Docker BUAREA X, (HZFEFT M BB N ER. L Cloud Foundry
K, EARRRERBEZES EXAFERITETR, PR EEBHES NS, HPEESREAX
AR EARET . B4 Docker 5215 4 {a] fig i A~ vl R 2

XM, Docker S5 2 —BHMERG M + MRS . Bilf B H 1> base Hif%, MiX/ base Hifg —
HORBAE R GBI H mini U . IXREANSIRATI R FE 20 /23217 7E Centos 7.4 LT, AAFAIM base HilfH
PAEH] Centos 7.4 HIHRAR RGUCAFRITT, XAEMUAERR T H1 7 EORFEAHBIR SN 22 E IR BT A2 — B0 f14H
i ok U, Docker S5 A BE &2 PRI 1 F 850 —Bidk .

Fritz 4h, Docker HEHAR—ELZ MR, RNFEAFTFERBERIMMAKIFKIES AR EREAFRK
T8 HFR. 7€ Docker #, FAVITEEAGLEH KB AMM Dockerfile A, HAMTHFERBEGEARNINTEERE
Dockerfile BRI 7], T & A& #. 1% Dockerfile 1.

FROM quay.io/prometheus/busybox:glibc
LABEL maintainer="The Prometheus Authors <prometheus-developers@googlegroups.com>"

COPY node_exporter /bin/node_exporter
EXPOSE 9100

USER nobody
ENTRYPOINT [ "/bin/node_exporter" ]

Hrep#—17 FROM it 5| FIZEAiSR, X HLA busybox it — METIR AR RS8R, 2T Docker HifgHH
hello world. %5 4 AT EATA M AT AT STAHHE RIS P 28 6 TN 7 47 Bim LA P, e — AT BeE N
RSN L. WREAEME, BEARR, JFmEANI24 % Dockerfile 45 A — 1 T A BH .
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UL A g HE, AEAPE=81%: Compose. Machine fil Swarm.
compose

NTBRBRRmEI N, WA BRI R— oM E8E 1" Flask R, Flask RAWTF, g X—
route: "/", ViR BISRGEHE, redis 2— ANV R

flask Flask
redis Redis
os

app = Flask(__name___
redis = Redis(host="redis’, port=

@app.route(/'
hello
redis.incr('hits'

"Hello World. Iam a Flask App!"

__name__=="_main_"
app.run(host="0.0.0.0", debug=

IRJE BATE A > Docker §if%, THFIE A F25E L4~ Dockerfile, 41T :

python:2.7
. Icode

/code
pip install flask
pip install redis

JaHATEE compose.yml Sk5E L EBE IR

python app.py

"5000:5000"
.Icode
redis

redis

iX B R EmHET B O, X EE TN REFRIN key: web 1 redis, itk compose & T HIFA "ARS
(web 1 redis) 41 Docker "4 1. iX B compose ¥ 1) docker SR H Sz R EE— S HLEE LK.

i3 compose & X 5% Docker £/ J&, il docker-compose up #t AT LUK RSB HER T . IRT IR, RATX
BERXTIX L yaml 1 4mHERIEMOT 2 R .



Machine

Machine =B DhRg R PAEAR R = ENIRETE FOI@EAS HERINL, JFEERINLT %3 Docker. [T
BEIIEZ 4, Machine Ew] LIFSBLI A AL E Docker WIERESHSE. &2 Docker £HL, LbwEsh. KA. HF.
T B 5 A .

Machine fijSoRUEAE — Mg EH TR, MRINKRES HIERES S RE] HEALR, WALA. HITRE,
TEOLAK IR

Swarm

Swarm #1/2 Docker MMM AAETE T H, A Compose AEINIE, XEMEBLZIENHEZATHHEBRKE
o

Docker “EZ51K+E Compose. Machine Fil Swarm ##& X 7 — /& s A1 PaaS.

Marathon

ERI SRR LRI 5, XS & Mesosphere, Mesosphere /) i 4 1E /2 Mesos, J& T Apache #:
X, BHEMAEIEME RS Yarn —FERSEE 1. (B2 Mesos HITHAE RN ABIERGHIAREE, ibeki®
Docker ##4  F long-running S FH 352 B R AL H

Mesosphere Bz & H T 4 5F %528 R84m0 Marathon, FHELGN Docker A &l XA JE4E, Mesosphere B 2
g KIS ERE G IR T 25, 2014 4F, Mesos LAEUSETE 10000 HEAR 4 FE I FE

Marathon 4 2 JE Bt LA Swarm 158 /15 4+ & 1M AF7E, {H2H T Mesosphere A &[] Apache &1, 44 RAMEHT
P, [E Swarm £ Docker HI3E)LT, 5 Marathon 354+ KI5 984 B0 H I 2 A, UL st AR N

Kubernetes

FOAERIFEHLIBLAE 2015 4F, [ Docker BRI KA, A AAURHIBL I 465 Docker 24 =] (R BILH 5 i 45 T 46
Ao BRI, JLHZ K ARG X Docker AW THIERHATUIR], TR DHIZLKERERKL T, X4
H 2 CNCF.

CNCF, 44 Cloud Native Computing Foundation, B Google. RedHat %55 LAl i SR Bt A 13 F K iE. X
MNES S H ISR 5. EAE Kubernetes I H AR, #HL—ANBFIEERMBEHSE HES
. ML ESE ST REENFEREX, kbl Docker AR N LMAEMBBENAER. AT HTEHX
F—/~El %% Kubernetes Tl H 1“4 37", CNCF 4 DX ik 75 22 22 /b O 1 45 -

o Kubernetes Tl H DAZI {8 7 75 &% m HE SIS BT 05 K IK S G 3
e CNCF #:X 441 bA Kubernetes i H At 0y, 735 R L HIP 5.

Kubernetes 1l H At fEIX AL R4 Wl . (EORIXIFARZY  Kubernetes  Z5F%E  “BuR” B
(f1, Kubernetes Tii H HATAEH U750 v v B A RE A AL X BE A, R 0T A58 (KT TGS P AR TG I 51 35 K
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from flask import Flask
from redis import Redis

import os

app = Flask(__name__
redis = Redis(host="redis’, port=

@app.route(/'
def hello
redis.incr('hits'
return "hello world. | am a Flask App"

if_name__==" main_"
app.run(host="0.0.0.0", debug=
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LT, XPETHOEEF T RITESR, K2 Kubernetes 1. Kubernetes  SLASHALT BB THEL AN
Google 5 Ja MRS Sy ner, WAL b G4 R AR 5. IR A S HHR 2 0nR T 1 1 5

f, WP EZMARRSHEAE 2019 £ 12 A AEFE  Swarm, iGN LERR, ST
Kubernetes (1™ i JE A HHKEZ .

Kubernetes HJ45 & =BG LA 7 -
PEF5 BB E &

Kubernetes JEAZ =& RR, HiT&kH Google MBI Borg f1 Omega £4t. HAIATLLE—TF FHE, &
%—F Borg Al Omega % %7t Google M &R E .

data processing
FlumeJava [CRP*10] | | Tenzing [CLL*11] | /MillWheel [ABB*13]| |Pregel [MAB*10]

A parallel programming SQL-on-MapReduce Stream processing graph processing

A
\ MapReduce [DGO08] v Percolator [PD10]
A parallel batch processing incremental processing | | PowerDrill [HBB*12]
h h

****************************** »| query Ul & columnar store

data storage

MegaStore [BBC*11] Spanner [CDE*13] Dremel [MGL*10] «
across-DC ACID database cross-DC multi-version DB \ A columnar database
i BigTable [CDG*06] ) [ :"§ Dapper [SBB*10]
row-consistent multi-dimensional sparse map,, < F E Eo pervasive tracing
4 GFS/Colossus [GGLO03] ¥ \ %4 % CPI? [ZTH*13]
distributed block store and file system E § interference mitigation 4
‘coordination & cluster management R _
Chubby [Bur06] <—> Borg [VPK*15] and Omega [SKA*13] M
locking and coordination cluster manager and job scheduler

Borg 7hZ& Omega 7E Google WiZIENKEZERIERAHFAEN, HFHALRLTRENIBLEREFIRELLN .
Kubernetes #12%4F Borg 1 Omega %I W & #sHIIHE 248, XE A LLZ Docker tha] L2 HA Linux 7585,
HATERA /& Docker. KFRFFMBEIFE S, XA HEE— M T: Pod.



WRBATAT A RA AN B HEHEE -GHla L, b AN B SHENF 1 G, HEXPMHEHLEG R 1.5
G, WRSFPHE A, AZRTUGGHEE RN EK, E52)RHN B MM SA M 7. ZAMR RIS, i AR
B UM, 1EAETE L EARE 2 M AR 2R R R %

Kubernetes 41%1iXAN a3 T Pod MIHES:, Pod & —HBERMES, HLEHAEH, Pod /& Kubernetes F1—4>
BN R RSy, S SR — A Pod FRIARRS —ESRER — 608 L, JFETIEMEE
NameSpace. Pod {3 H ff ok T 1R 2 1 B 75 225 FE 0 5 2% 1) i

AL API

FriE A APL, & BEARR A 1A A B 2R B Fit 2R3 . 52024 APl 420 AP 3R
e NEARREE: i G AL, BEeEES &

A0 APE B —AN it SQL, 7R R SQL o, ATE LR M EATH LK ARV a, b, ¢ =T, I
FEZA2 id > 123, (HRBADFA TR ZAT X H SQL 4 Rs2 il e 51 2 b 1 SR RIAT T R AT A RE

select from table where id >

I4TE Kubernetes W, AT LA HIRATR BEAAWE? FH2—MIEM S ngink B4 Deployment. H A
replicas #t & HATIRA T EMEIAL, WMt RLREFEAWARIAIZIT, Kubernetes Wi L 4-IE, BATATE
Flro

apiVersion: apps/v1 # for versions before 1.9.0 use apps/vibeta2
kind: Deployment
metadata
name: nginx-deployment
spec
selector
matchLabels
app: nginx
replicas: 2 # tells deployment to run 2 pods matching the template
template!
metadata
labels
app: nginx
spec
containers
name: nginx
image: nginx:1.7.9
ports
containerPort

PG AP IR B R UFAE RO A5 1O 7 H, kg 2215 fi
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FA1E—F T Kubernetes 7 22 1A

[ Nucleus: APl and Execution J

{Container | [ Network J [ Volume ] Image J [ Cloud } [ Identity ]
Runtime Plugin Plugin Registry Provider Provider

7 FEREREEE TIRZ IS, OIERRSITR, MRS, itk Ulz=) 7 Provider. iXFE& Kz
] FTER Kubernetes 1217T7E H QL z _FIREE IS5t v AR 757 18 (10265 B R4t LA B 928 77 i DL — b 2 X ) 7
A %3 Kubernetes H.
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