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DRN manages the GPU
cgroups are responsible for resource management. If your sound card can do hardware mixing, and KNS manages the display controller (CRTC)

It makes sense, to grant seme daemon exclusive your Linux device driver supports this feature, The display controller usualy sits on the
access to this functionality to aveid lots of then miltiple programs can access your sound die of the GPU, and commnicates with
problems. card at the same time and you hear them all the monitor, e.g. changes the resolution
simil taneously! or the refrash rate.
systemd-nspawn Pulsefudio daemon does softwars mixing.
Without hardware or software mixing, only one David Herman split DRM and KMS

program can access the sound card; as a result, then added " render nodes” to the DRM.
you cannot have Audacious AND YLC put out sound
at the same time! ¥.0rg doen't need to be root any Llonger,

JACK daemon does the same but targets professional but 1ts still wise (technically necessary?)

audio editors. to grant it exclusive access to the KNS.

PulseAudio wayland
daemon compositor

systemd

or or
JACK daemon X.0rg Serve|
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[root@docker ~]# mount -t cgroup

cgroup on /sys/fs/cgroup/systemd type cgroup (rw,nosuid,nodev,noexec,relatime,xattr,release_ag
cgroup on /sys/fs/cgroup/net_cls,net_prio type cgroup (rw,nosuid,nodev,noexec,relatime,net_prig
cgroup on /sys/fs/cgroup/cpu,cpuacct type cgroup (rw,nosuid,nodev,noexec,relatime,cpuacct,cpu)
cgroup on /sys/fs/cgroup/blkio type cgroup (rw,nosuid,nodev,noexec,relatime,blkio)

cgroup on /sys/fs/cgroup/devices type cgroup (rw,nosuid,nodev,noexec,relatime,devices)

cgroup on /sys/fs/cgroup/perf_event type cgroup (rw,nosuid,nodev,noexec,relatime,perf_event)
cgroup on /sys/fs/cqgroup/cpuset type cgroup (rw,nosuid,nodev,noexec,relatime,cpuset)

cgroup on /sys/fs/cgroup/hugetlb type cgroup (rw,nosuid,nodev,noexec,relatime,hugetlb)
cgroup on /sys/fs/cgroup/pids type cgroup (rw,nosuid,nodev,noexec,relatime,pids)

cgroup on /sys/fs/cgroup/freezer type cgroup (rw,nosuid,nodev,noexec,relatime,freezer)
cgroup on /sys/fs/cgroup/memory type cgroup (rw,nosuid,nodev,noexec,relatime,memory)
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[root@docker cpul# ls /sys/fs/cgroup/cpu

cgroup.clone_children cgroup.sane_behavior cpuacct.usage_percpu cpu.rt_period_us cpu.stat release_agent
cgroup.event_control cpuacct.stat cpu.cfs_period_us cpu.rt_runtime_us

cgroup.procs cpuacct.usage cpu.cfs_quota_us cpu.shares notify_on_release tasks

[root@docker cpul# ls /sys/fs/cgroup/memory/
cgroup.clone_children memory.kmem.limit_in_bytes memory.limit_in_bytes memory .oom_control release_agent
cgroup.event_control memory.kmem.max_usage_in_bytes memory.max_usage_in_bytes memory.pressure_level
cgroup.procs memory . kmem.slabinfo memory .memsw. failcnt memory.soft_Llimit_in_bytes tasks
cgroup.sane_behavior memory.kmem.tcp.failcnt memory.memsw.limit_in_bytes memory.stat
memory . kmem.tcp.limit_in_bytes memory .memsw.max_usage_in_bytes memory.swappiness
memory.failcnt memory.kmem.tcp.max_usage_in_bytes memory.memsw.usage_in_bytes memory.usage_in_bytes
memory . force_empty memory . kmem.tcp.usage_in_bytes memory.move_charge_at_immigrate memory.use_hierarchy
memory . kmem. failcnt memory . kmem.usage_in_bytes memory .numa_stat notify on_release

BT 4R cpu A1 memory HFEMISCHE, XA subsystem 7 —LLILEISCIE, tbin tasks  EiEANIX A
subsystem i {3 id 713 THFRATLL cpu subsystem Jfl KR — T .
[root@docker cpul# pwd

/sys/fs/cgroup/cpu
[root@docker cpul# mkdir hello

[root@docker cpul# 1s hello
cgroup.clone_children cgroup.procs cpuacct.usage cpu.cfs_period_us cpu.rt_period_us cpu.shares notify_on_release
cgroup.event_control cpuacct.stat cpuacct.usage_percpu cpu.cfs_quota_us cpu.rt_runtime_us cpu.stat tasks

M BT B IRATATUR L, GlE5E hello SXEkZ )G, REGNEAMTANGIET L cgroup ALHISCH:, Hiln
cpu.cfs_period_us i cpu.cfs_quota_us FoRi#FE{EK LN cfs_period [1)— B[] Py H e R 4 e B 5N
cfs_quota [f) CPU I d]. cpu.cfs_period_us 2K\ &>~ 100000, tH5i4 100000 us;



[root@docker cpul# cat cpu.cfs_period_us
100000
[root@docker cpul# cat cpu.cfs_quota_us

-1
[root@docker cpul# []

A HATE Bh for PEIFIIAI cpu 113 .

root@docker cpul# while : ; do : ; done &
1] 2020

e HATIEL A4 top -p 2020 EFXMIEREK GHEEIE DL, CPU B2 HHTH 1o

top - 17:21:06 up 70 days, 16:59, 1 user, load average: 1.92, 1.13, 1.02
Tasks: 1total, 1running, O sleeping, O stopped, 0 zombie

%Cpu(s): 43.7 us, 5.0 sy, 0.0 ni,51.4id, 0.0 wa, 0.0 hi, 0.0si, 0.0 st

KiB Mem : 15992076 total, 574432 free, 3809156 used, 11608488 buff/cache
KiB Swap: 0 total, 0 free, 0 used. 11763044 avail Mem

PIDUSER PR NI VIRT RES SHRS %CPU%MEM TIME+ COMMAND
2020root 20 O 115524 656 168 R 100.0 0.0 0:46.30 bash

NN ZEFEIABIRATZ AN hello #A cpu cgroup Hii. FHATE LK hello cpu cgroup
cpu.cfs_quota_us 5¢ 50000, #H24F cpu.cfs_period_us (f)—>F, XFEFIE B nl LUK cpu f8 AR BR ) 31
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root@docker hello}# echo 50000 > cpu.cfs_quota_us
root@docker hello}# echo 2020 > tasks

THEAMEM top -p 2020 EF B 2020 WEPEMEHFLWT, FATTEIE R CPU R 49.8%, AT

—¥, FFET.

top - 17:26:46 up 70 days, 17:05, 1 user, load average: 1.40, 1.89, 1.44
Tasks: 1total, 1running, O sleeping, O stopped, 0zombie

%Cpu(s): 12.9 us, 0.3 sy, 0.0 ni, 86.7 id, 0.1 wa, 0.0 hi, 0.0 si, 0.0 st

KiB Mem : 15992076 total, 592312 free, 3805440 used, 11594324 buff/cache
KiB Swap: 0 total, 0 free, 0 used. 11766784 avail Mem

PIDUSER PR NI VIRT RES SHRS %CPU%MEM TIME+ COMMAND
2020root 20 O 115524 656 168 R 49.8 0.0 5:42.52 bash
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root@docker ~|# docker run --help | grep cpu

--cpu-period int Limit CPU CFS (Completely Fair Scheduler) period
--cpu-quota int Limit CPU CFS (Completely Fair Scheduler) quota
--cpu-rt-period int Limit CPU real-time period in microseconds
--cpu-rt-runtime int Limit CPU real-time runtime in microseconds

-c, --cpu-shares int CPU shares (relative weight
--cpus decimal Number of CPUs
--cpuset-cpus string CPUs in which to allow execution (0-3, 0,1
--cpuset-mems string MEMs in which to allow execution (0-3, 0,1

2 F memory FRHIA0T .



root@docker ~|# docker run --help | grep memory

--kernel-memory bytes Kernel memory limit
-m, --memory bytes Memory limit
--memory-reservation bytes Memory soft limit
--memory-swap bytes Swap limit equal to memory plus swap: '-1' to enable unlimited swap
--memory-swappiness int Tune container memory swappiness (0 to 100) (default -1

HITH 4000 [ [F 2 8% 24 R LTRSS subsystem T TH#SHE —4~ docker H%, %4, docker H 3 FHEHLZARIIN
28 L IHE4T 1 docker HEFE.

[root@docker cpul# 1s /sys/fs/cgroup/cpu/docker/

cgroup.procs cpu.rt_runtime_us

cpuacct.stat cpu.shares

cpuacct.usage cpu.stat

cpuacct.usage_percpu

cpu.cfs_period_us notify_on_release
cgroup.clone_children cpu.cfs_quota_us tasks
cgroup.event_control cpu.rt_period_us

Horb R B8 — ER 4 Sk 2 container id, FRATTAT LA IS docker ps B .

[root@docker cpul# docker ps

[CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS NAMES
lea5a78df94f3 nginx:latest "nginx -g 'daemon of. " 23 hours ago Up 23 hours 80/tcp devtest
64eefl1f67c39 web:vl "flask run -h 0.0.0.6" 4 weeks ago Up 4 weeks 0.0.0.0:5000->5000/tcp web

1771f2cbea67 python:3 "/bin/bash" 4 weeks ago Up 4 weeks vibrant_austin
1a9aaaec9e77 golang:1.13 "/bin/bash" 6 weeks ago Up 6 weeks cranky_shirley
0d748e8ce766 redis:latest "docker-entrypoint.s.. " 6 weeks ago Up 6 weeks 0.0.0.0:6379->6379/tcp redis-test
940502a8272a nginx:latest "nginx -g 'daemon of.. 6 weeks ago Up 6 weeks 0.0.0.0:8080->80/tcp vibrant_mccarthy
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[root@docker docker]# cd 0d748e8ce766333251218fa%ef283157ad9d4alab33809f79eed215e04c7580/

[root@docker 8d748e8ce766333251218fa%ef283157ad9d4alab33809f79eed215e04c7580]1# 1s

cgroup.clone_children cgroup.procs cpuacct.usage cpu.cfs_period _us cpu.rt_period_us cpu.shares notify_on_release
cgroup.event_control cpuacct.stat cpuacct.usage_percpu cpu.cfs_quota_us cpu.rt_runtime_us cpu.stat tasks
[root@docker 8d748e8ce766333251218fa%ef283157ad9d4alab33809f79eed215e04c75801# [|

OB RA BT UL tasks SCHE 1% cgroup A0 & IERRIE, RATEE —TF.

[root@docker 0d748e8ce766333251218fa%eef283157ad9d4alah33809179eed215e04c7580]# cat tasks

[root@docker 0d748e8ce766333251218fa9%eef283157ad9d4alahb33809f79eed215e04c75801# ps aux | grep 2692

2692 0.0 0.0 49912 3224 ? Ssl Feb06 37:30 redis-server %:6379

4474 0.0 0.0 112664 968 pts/1 S+ 17:41 0:00 grep —-color=auto 2692
[root@docker 0d748e8ce766333251218fa%ef283157ad9d4alab33809f79eed215e04c7580]1# docker top 0d748e8ce766
UID PID PPID c STIME TTY TIME
polkitd 2692 2638 ] Feb06 ? 00:37:30
server *:6379
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