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[root@emr-header-1 ~J# ps aux

USER
root
root
root
root
root
root
root
root
root
root

root

root

PID %CPU %MEM VSZ RSSTTY STAT START TIME COMMAND
1 0.1 0.0 190992 3568 ?

2 0.0 0.0
3 0.0 00
5 0.0 0.0
7 0.0 0.0
8 0.0 0.0
9 0.0 0.0
10 0.0 0.0
11 0.0 0.0
12 0.0 0.0
13 0.0 0.0
15 0.0 0.0
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Ss Mar16 289:04 /usr/lib/systemd/systemd --switched-root --system --de
Mar16 0:05 [kthreadd]
Mar16 13:01 [ksoftirqd/0]
Mar16 0:00 [kworker/0:0H]
Mar16 14:41 [migration/0]
Mar16 0:00 [rcu_bh]
Mar16 243:19 [rcu_sched]
Mar16 0:50 [watchdog/0]
Mar16 0:39 [watchdog/1]
Mar16 23:51 [migration/1]
Mar16 15:44 [ksoftirqd/1]

S< Mar16 0:00 [kworker/1:0H]
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root@emr-header-1 ~J# ulimit -a

core file size blocks, -c) 0

data seg size kbytes, -d) unlimited
scheduling priority -e)0

file size blocks, -f) unlimited
pending signals -i) 63471

max locked memory kbytes, -I) 64

max memory size kbytes, -m) unlimited
open files -n) 131070

pipe size 512 bytes, -p) 8

POSIX message queues  (bytes, -q) 819200
real-time priority -1 0

stack size kbytes, -s) 8192

cpu time seconds, -t) unlimited
max user processes -u) 63471
virtual memory kbytes, -v) unlimited
file locks -X) unlimited
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A% pod.
kubectl apply -f share-process-namespace.yaml

attach #| pod 1, ps BEILAF.

[ # ps ax
PID USER TIME COMMAND
1root  0:00 /pause

8root  0:00 nginx: master process nginx -g daemon off;
14 101 0:00 nginx: worker process

15root  0:00 sh
21root  0:00 ps ax

BATTLLEE] pod ) 1 SRR T /pause, HABZEERN entrypoint BEFEERAR R T 1 SRERER THERE . X ANES
EFFURIZETHE L FAE AT 7. /pause BHFE R WAL FF AL HFEHI S HFEE Fy 1 - FESE T 4 18 )7 HFE 1)
We? FA1E— NS, git repo: pause.c


https://github.com/kubernetes/kubernetes/blob/7f23a743e8c23ac6489340bbb34fa6f1d392db9d/build/pause/pause.c

#define STRINGIFY(x) #x
#define VERSION_STRING(x) STRINGIFY(x)

#ifndef VERSION
#define VERSION HEAD
#endif

static void sigdown(int signo) {
psignal(signo, "Shutting down, got signal");
exit(0);

}

static void sigreap(int signo) {
while (waitpid(-1, NULL, WNOHANG) > 0)

}
int main(int arge, char **argv) {
int i;
for (i=1; i< argc; ++i) {
if (Istrcasecmp(argvli], "-v")) {
printf("pause.c %s\n", VERSION_STRING(VERSION));

return O;

}
}

if (getpid() != 1)
/* Not an error because pause sees use outside of infra containers. */
fprintf(stderr, "Warning: pause should be the first process\n");

if (sigaction(SIGINT, &(struct sigaction){.sa_handler = sigdown}, NULL) < 0)
return 1;
if (sigaction(SIGTERM, &(struct sigaction){.sa_handler = sigdown}, NULL) < 0)
return 2;
if (sigaction(SIGCHLD, &(struct sigaction){.sa_handler = sigreap,
.sa_flags = SA_NOCLDSTOP},
NULL) < 0)
return 3;

for (5;)

pause();
fprintf(stderr, "Error: infinite loop terminated\n");
return 42;

}
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