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1. Docker Stats
B2 Docker H A R4 4 stats, FATATLUEILE 74 docker stats —-help & F stats & HIN4.

[ ~ docker stats --help
Usage: docker stats [OPTIONS] [CONTAINER...
Display a live stream of container(s) resource usage statistics
Options:
-a, --all Show all containers (default shows just running
--format string Pretty-print images using a Go template

--no-stream Disable streaming stats and only pull the first result
--no-trunc Do not truncate output

i FFrR, stats fiv 4 FSRSCH BoR 48 B IR FH Ze vt . AT F I BA—/MZE4T H 1 busybox 7545 4] docker stats
--all <busybox-container-id> . R B IEAEH FE AR CPU. NAE. M 10, Bidt 10 %,

CONTAINER ID NAME CPU % MEM USAGE / LIMIT MEM % NET I/0 BLOCK I/0

5b9e540eb9dd upbeat_antonelli 0.00% 332KiB / 9.983GiB  0.00% 936B / 0B 0B / 0B

Docker Stats 7% IR A S A KRB AR G BN top e, JARLNEH —NSATH RS SRS O,
R R A amS, RPSM, SBRNE, NS EaE, Pl A R G4 R .

2. cAdvisor

cAdvisor 72 Container Advisor [H{#i#R, Advisor — & SCEIERIE S iR . ML FZIEATTLLE B cAdvisor 2L
R AR 9857, Bid cAdvisor FATA L T iR 325 2% 10 W U5 AN PE RIS 10

MRFAVE W Java SRRMTEIEMHEN, —K2FEH Java Agent R, 7EHFrIEFEEZMEHEHE—A Java
Agent Class 1EAZ 5t 2, RG-S Java Agent PR ERE I FR bR 52 8 ok o (EZIX Al 77 S0t T 28 88 M 4 K it
EEED, AR —ADHEIBRRLE NGRS ITR ], FRATERIN Java Agent A2 A 4F I .
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T %ciEid docker pull F#;: cAdvisor 1%, VL cAdvisor 1% 4 Fr 2 google/cadvisor, 7E docker pull f{i i 7
EIREAR, RS THRM.

[ ~ docker pull google/cadvisor

Using default tag: latest

latest: Pulling from google/cadvisor

Digest: sha256:815386ebbe9a3490f38785ab11bda34ec8dacf4634af77b8912832d4f85dca04

cAdvisor B st LR, @I N a4

[l ~docker run\

--volume=/:/rootfs:ro \

--volume=/var/run:/var/run:rw \

--volume=/sys:/sys:ro \

--volume=/var/lib/docker/:/var/lib/docker:ro \

--publish=8081:8080 \

--detach=true \

--name=cadvisor \

google/cadvisor:latest
8a2fda9bb419544173e8a6ae7f0fb3b13d5b71a6fcddfc4fbaa74f6ccf8e2124

FEHAFM publish Z%2 % cAdvisor PI311 8080 i LT I EALM 8081 i 1, SRFHEATHNEZRFTIF localho
st:8081 EPAT 1 i) B 25 25 A0 WS 4 M4 o

& C  ® localhost
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00

cAdvisor

/

root

Docker Containers
Subcontainers

/000-metadata
/001-sysfs

/002-binfmt

/003-sysctl

/004-format

/005-extend

/006-mount

/007-swap
/008-mount-docker
/009-mount-kube-images

/010-bridge
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Isolation
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Isolation

CPU
Shares 1024 shares
Allowed Cores 0123

Memory

Reservation unlimited
Limit 9.98 GB

Swap Limit 1024.00 MB
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No processes found
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Total Usage

0.60
0.45

0.30

Cores

0.15

0.00

T8:47:45 T48:48:00 TF8:48:15 T4F8:48:30 T48:48:45 T48:49:00
—— Total

Usage per Core

0.20
015

010

Cores

0.05

0.00 - =
T8:47:45 T48:48:00 TF8:48:15 TF8:48:30 T4F8:48:45 T48:49:00

—— Core0 ——Core1 ——Core2 ——Core3

Usage Breakdown

0.24
018

012

Cores

0.06

0.00
T4F8:47:45 F4F8:48:00 T4F8:48:15 T4F8:48:30 TF8:48:45 T48:49:00

—— User —— Kemel

A7 H
Memory

Total Usage
2,100
" 1,950
D
z
m
g' 1,800
1,650
T48:49:30 TF8:49:45 TF48:50:00 T48:50:15 T4F8:50:30 T4F8:50:45
— Total = Hot

[
Usage Breakdown
1.99 GiB / 9.98 GiB (19%)
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Interface: tunl0 ~

Throughput

05

00

Bytes per second

-0.5

T48:50:00 T48:50:15 T48:50:30 TF8:50:45 T48:51:00 T8:51:15
—— Tx bytes —— Rxbytes
Errors

1.0
05

00 *

Errors per second

202056 5128 T48:50:06
ETx: 0
mRx: 0

T48:50:00 T48:50:15 T48:50:30 TF8:50:45 T48:51:00 T8:51:15
—_—Tx —_ Rx

AR G AEH

FS #1: tmpfs

0.00 Bytes / 67.11 MB (0%)

FS #2: shm

0.00 Bytes / 67.11 MB (0%)
FS #3: /dev/vdal

[ —
16.36 GB / 67.37 GB (24%)
FS #4: cgroup_root

0.00 Bytes [/ 10.48 MB (0%)

FS #5: overlay

——
16.36 GB / 67.37 GB (24%)
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Docker Containers

Docker Containers

Subcontainers
vic (/docker/852d053cfb27079ef9e5c8540aac9f8090c0c107133e596650656b58e7bb621f)
[/docker/43bf679891d1091ab2e1ca7a22a26f15e23efcc65298b0cc1d8a9a803336da3a)
cadvisor (/docker/8a2fda9bb419544173e8a6ae7f0fb3b13d5b71a6fcddfcdfbaa7df6ccf8e2124)

service__._, ... ......_.__. Jdocker/230d4a214ae581a88b0cb9b4208d716d2f87d86bfc7e458ac3d53391133899b6)
wpinanayer_| (/docker/d317df2db6ab998a9114fbb8ae69ad2ece009ac2bledc06508aebb6f4649da37)

Driver Status

Docker Version 19.03.8

Docker API Version 1.40

Kernel Version 4.19.76-linuxkit

0S Version Docker Desktop

Host Name docker-desktop

Docker Root Directory /var/lib/docker

Execution Driver

Number of Images 41

Number of Containers 6

Storage

Driver overlay2

3. Sysdig

7t Sysdig [ github £+ T HRIX AT RIFIA sysdig:

Linux system exploration and troubleshooting tool with first class support for containers.

] L RH I — T

JEAE SCRFAS R B Linux 8 ST A iR HE A T R

FARRUL, Sysdig A A4 system (R4 + dig (3Z48) . Btk nl UG Sysdig e M8 W —BF: R4tk
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https://github.com/draios/sysdig

Sysdig 72 —FKAEH KK B 7] ARG MR TR, i Sysdig #ATAT LLAaTi A FSRICR S PR RETR AR, B
& CPU. WAE. M%Z. 10 %5, BT HERH R 2 4k, Sysdig it fit 7 F & M ST 12 W LH B R T8
W IR, E:

o {8 CPU HOfd FH A0 HERRHEATHET . #R 3] CPU i H Z de i A5
o FZIRIR M BRI 2 DX AR AT HE 5

o HEFTIF I 2 SUF IR T I HERE 5

o ERMPLHRE T HE IS

o FTENHREABEREN HTTP 1R

o KEIFHM AN RS

o HHERGTIA KM H#IAT T4

Sysdig 158K & T-E 0 TAERIR, fiFRiU, Sysdig i 7E A 2 Fih RS0 HIE MR E ) hook, IXHE4
ARG R AR 5E IR, A0 R G AR metric 15 585 WLRIFF € 1 buffer, S8 )5 P B 21X 4
Pafs SACEL OIS it IS , IFE&IEL sysdig fy AT A P EATAZ L.

. + Command line parsing
2v=dia K Capture management
I — *+ Eventparsing
+ State engine
sinsp =~ + Filtering
* Output Formatting
I — + Chisel execution

+ Capture Control
scap *  Dump files RIW
» OS state collection

f.-"’ﬂ /—\ \\._
User / . \

kernel \ ./ /
Event Buffer

* Non-blocking event collection
Sysdig-probe « Type-based event packing
«  Memory mapped buffer handling

AR RE R — T Sysdig FIEH . ERRATEE 4 curl -s hitps:/s3.amazonaws.com/download.draios.com/st
ablefinstall-sysdig | sudo bash #7423, X4 BRI RGRA, EHFEERRAIEIT 2%, HxH
MR 241 Ubuntu R40AT LA 36T, Mac OS il CentOS #Z 3 RILT .



root@xxx:~# curl -s https://s3.amazonaws.com/download.draios.com/stable/install-sysdig | sudo bash
* Detecting operating system

* Installing Sysdig public key

OK

* Installing sysdig repository

* Installing kernel headers

* Installing sysdig

Selecting previously unselected package dkms.
(Reading database ... 113127 files and directories currently installed.)
Preparing to unpack .../dkms_2.8.1-5ubuntu1_all.deb ..
Unpacking dkms (2.8.1-5ubuntu1) ...
Selecting previously unselected package sysdig.
Preparing to unpack .../sysdig_0.26.7_amd64.deb ...
Unpacking sysdig (0.26.7) ...
Setting up dkms (2.8.1-5ubuntu?) ...
Setting up sysdig (0.26.7) ...
Loading new sysdig-0.26.7 DKMS files....
Building for 5.4.0-31-generic
Building initial module for 5.4.0-31-generic
Done.
sysdig-probe.ko:
Running module version sanity check.
- Original module
- No original module exists within this kernel
- Installation
- Installing to /lib/modules/5.4.0-31-generic/updates/dkms/

depmod....

DKMS: install completed.
Processing triggers for man-db (2.9.1-1) ...

AT R — Rl sysdig REXRGEE S

root@xxx:~# sysdig -c topprocs_net //3i U I 1 28 55 %2 (1 e



Docker Containers

Docker Containers

Subcontainers
vic (/docker/852d053cfb27079ef9e5c8540aac9f8090c0c107133e596650656b58e7bb621f)
[/docker/43bf679891d1091ab2e1ca7a22a26f15e23efcc65298b0cc1d8a9a803336da3a)
cadvisor (/docker/8a2fda9bb419544173e8a6ae7f0fb3b13d5b71a6fcddfcdfbaa7df6ccf8e2124)
_service__.._, ... ....._.__. Jdocker/230d4a214ae581a88b0ch9b4208d716d2f87d86bfc7e458ac3d53391133899b6)
wpinanayer_| (/docker/d317df2db6ab998a9114fbb8ae69ad2ece009ac2bledc06508aebb6f4649da37)

Driver Status

Docker Version 19.03.8

Docker API Version 1.40

Kernel Version 4.19.76-linuxkit

0S Version Docker Desktop

Host Name docker-desktop

Docker Root Directory /var/lib/docker

Execution Driver

Number of Images 41

Number of Containers 6

Storage

Driver overlay2

root@xxx:~# sysdig -c topprocs_cpu /35 CPU i F 2 i i [ 3 FE 41 3=

Process

AliYunDun

exe

sysdig

sshd

sshd
containerd-shim
aliyun-service
sh
systemd-logind
systemd-resolve

(I I I T o I

3
|
|
0
0
0.
0
0
0
0




Process

systemd-resolve
sshd

sshd

AliYunDun

4R Sysdig H IR KL Csysdig, AR —EE—TF.

root@xxx:~# csysdig

Viewing: Processes For: whole machine
: Live System Filter: evt.type!=switch

root
root
root
root
root
root
root
syslog
_chrony
root
root
root
root
root
root
root
messagebus
root
root
root
root
root
systemd-net
_chrony
root
root
root
root
systemd-res
root
root
daemon
root
root
root
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o009
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N
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N
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/usr/local/aegis/aegis_client/aegis_10_77/AliYunDun
CmsGoAgent-Worker sta

/lib/systemd/systemd-

/usr/local/aegis/aegis_update/AliYunDunUpdate

/usr/bin/dockerd -H fd:// --containerd=/run/containerd/containerd.sock
/usr/lib/accountsservice/accounts-daemon

docker run -ti busybox sh

/usr/sbin/rsyslogd -n -iNONE

/usr/sbin/chronyd -F -1

sshd: root@pts/2

/sbin/init noibrs

sshd: root@pts/1

/sbin/agetty -o -p -- \u --keep-baud 115200,38400,9600 ttySo vt220
/usr/local/cloudmonitor/CmsGoAgent.linux-amd64

containerd-shim -namespace moby -workdir /var/lib/containerd/io.containerd.
/sbin/agetty -0 —p —- \u —-noclear ttyl linux

/usr/bin/dbus-daemon --system --address=systemd: —--nofork --nopidfile --sy¢g
/usr/bin/containerd

/usr/sbin/aliyun-service

/usr/bin/python3 /usr/bin/networkd-dispatcher --run-startup-triggers
(sd-pam)

/lib/systemd/systemd-udevd

/lib/systemd/systemd-networkd

/usr/sbin/chronyd -F -1

/lib/systemd/systemd-logind

sshd: /usr/sbin/sshd -D [listener] 0 of 10-100 startups

bpfilter_umh

/usr/sbin/cron -f

/lib/systemd/systemd-resolved

sshd: root@pts/0

-bash

/usr/sbin/atd -f

-bash

-bash

/lib/systemd/systemd --user

sh




in bEIPrR, Csysdig ¥1462~2K1 top i@ SoniI#EESI%, WHh PID. CPU. WAF. BERLAE, MIZ%45E. 34
FEER FH—THH 4 F2 Views, A& F2 H— T,

Viewing: Processes For: whole machine

Source: Live System Filter:

Connections
Containers
Containers Errors
Directories
Errors
File Opens List
Files
I/0 by Type
K8s Controllers
K8s Deployments
K8s Namespaces
K8s Pods
K8s ReplicaSets
K8s Services
Marathon Apps
Marathon Groups
Mesos Frameworks
Mesos Tasks
New Connections
Page Faults
rocesses
Processes CPU
Processes Errors
Processes FD Usage
Server Ports
Slow File I/0
Socket Queues
Spectrogram-File
Spy Syslog
Spy Users
System Calls
Threads
Traces List
Traces Spectrogram
Traces Summary

evt.type!=switch
Processes
This is the typical top/htop process list, showing usage of resources like CPU, memory, disk and netwd

Tips
This is a perfect view to start a drill down session.

Click enter or double click on a process to divg

Columns

PID: Process PID.

CPU: Amount of CPU used by the proccess.

USER:

TH: Number of threads that the process contains.

VIRT: Total virtual memory for the process.

RES: Resident non-swapped memory for the process.

FILE: Total (input+output) file I/O0 bandwidth generated by the process, in bytes per second.
NET: Total (input+output) network I/0 bandwidth generated by the process, in bytes per second.
Command: The full command line of the process.

ID
procs

Filter
evt.type!=switch

Action Hotkeys

9: kill -9 (kill -9 S%proc.pid)

c: generate core (gcore %proc.pid)

g: gdb attach (gdb -p %proc.pid)

k: kill (kill %proc.pid)

1: ltrace (ltrace -p %proc.pid)

s: print stack (gdb -p %proc.pid --batch --quiet -ex "thread apply all bt full" -ex "quit")
f: one-time lsof (lsof —p %proc.pid)

[: increment nice by 1 (renice $(expr $(ps -h -p %proc.pid -o nice) + 1) -p %proc.pid)

1: decrement nice by 1 (renice $(expr $(ps -h -p %proc.pid -o nice) - 1) -p %proc.pid)

AT LLE B Csysdig X ) View JEH £,

e Containers;

Connections;

(2EAE

e Containers Errors;

Directories.

HE—RIE

)43 Containers View it ke 2ix
Wr.

busybox)

Viewing: Containers For:
Source: Live System Filter:

A J1 Kubernetes [FI%T %1 View,

Wt 2 Ui Sysdig & rf LLAH K I # Kubernetes 1.

B LB IT T A ARG RE (AN GER L Rigir 7T —

1

whole machine

container.name !'= host

0.00 docker busybox

4. 245

ARG S S

ccd8c57b7128 crazy_wu

AT Docker M) JUA T B

o Docker Stats, R4
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e Sysdig, il
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ZAERBEFE—ANIFZ HE—K cAdvisor RISz, bl Kubernetes H il Ha4ER T cAdvisor. 7EIX IR
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