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apiVersion: apps/v1
kind: DaemonSet
metadata:
name: fluentd-app
labels:
k8s-app: fluentd
spec:
selector:
matchLabels:
name: fluentd-app
template:
metadata:

labels:

name: fluentd-app
Spec:

containers:

- name: fluentd
image: fluentd:v2.5.2
resources:

limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
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e kind: fiE DaemonSet:

o .spec.template : J& Pod #itR, XfNf) DaemonSet izl Pod HIfE 454

o .spec.selector: FISRAN Pod ULECLH selector, T5ZEA1 .spec.template H#51F[ Pod [ label ILEC . M
Kubernetes 1.8 iiAZ G, XATF-BUbZifaE. .spec.selector SCHFHFH:

matchLabels : #1 Pod K] label 47 UCHL .

matchExpression : HINRIHFHIILE, TEHEASILEL, Operator fl4% In 1 Notln., FH&—MEHH
matchExpression 7/~ i, Fix:

- matchExpressions:
- key: kubernetes.io/e2e-az-name
operator: In
values:
- e2e-az1
- e2e-az2
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EIRER, FRAITAT LA kubect! apply £ DaemonSet.

$ kubectl apply -f fluentd.yaml -n imooc
daemonset.apps/fluentd-app configured

apply hz G, BATATLIESE — NERFK Pod, WF, BFRNEITERRE=A worker 1i&, Frbl—HH=4
Pod.



$ kubectl get po -n imooc

NAME READY STATUS RESTARTS AGE
fluentd-app-6mIi24 0/1  ContainerCreating 0 8s
fluentd-app-6sxz9 0/1  ContainerCreating 0 8s
fluentd-app-fknkb 0/1  ContainerCreating 0 8s

BATEKE — FER+H DaemonSet X% .

$ kubectl get daemonset -n imooc
NAME
fluentd-app 3 3 3 3 3

<none> 4m26s
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o DESIRED: #1#iz1Th Pod s A%
e CURRENT: XMz TH Pod sEfi 1AL

°

READY: k74 ready f) Pod S5l 14~ 4

FAHEEE kubectl describe ds £ — T~ DaemonSet 18415 2

$ kubectl describe ds fluentd-app -n imooc
Name: fluentd-app
Selector: name=fluentd-app
Node-Selector: <none>
Labels: k8s-app=fluentd
Annotations: deprecated.daemonset.template.generation: 2
kubectl.kubernetes.io/last-applied-configuration:
"apiVersion":"apps/v1","kind":"DaemonSet","metadata":{"
Desired Number of Nodes Scheduled: 3
Current Number of Nodes Scheduled: 3
Number of Nodes Scheduled with Up-to-date Pods: 3
Number of Nodes Scheduled with Available Pods: 3
Number of Nodes Misscheduled: 0
Pods Status: 3 Running / 0 Waiting / 0 Succeeded / 0 Failed
Pod Template:
Labels: name=fluentd-app
Containers:
fluentd:
Image:
Port:

Host Port: <none>

fluentd
<none>

Limits:
100m
memory: 200Mi

cpu:

Requests:
100m
200Mi
Environment: <none>
Mounts:
Volumes:

cpu:
memory:

<none>
<none>
Events:

Type Reason Message

annotations":

DESIRED CURRENT READY UP-TO-DATE AVAILABLE NODE SELECTOR AGE

= B R LLE 2% DaemonSet #2511 Pod HIRES:

Ty /X%EI’ i‘z%ﬁ’j dS

,"labels":{"k8s-app":"fluentd"},"name":"fluentd-app","namespace":

Normal SuccessfulCreate 6m24s daemonset-controller Created pod: fluentd-app-6sxz9

Normal SuccessfulCreate 6m24s daemonset-controller Created pod: fluentd-app-6mi24

Normal SuccessfulCreate 6m24s daemonset-controller Created pod: fluentd-app-fknkb
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o Pod (1)1 15 s
o Pod ffx, Wit Pod Template;
o Events: FEAFEGIE pod K19 F;
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$ kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
fluentd-app-6mIi24 11 Running 0 35m
fluentd-app-6sxz9 11 Running 0 35m
fluentd-app-fknkb 11 Running 0 35m

nginx-deployment-57f49c59d-8dzn4 1/1  Running 0 20h
nginx-deployment-57f49¢59d-9jvrp  1/1  Running 0 20h
nginx-deployment-57f49¢59d-m57sr 1/1  Running 0O 20h
$ kubectl delete pods fluentd-app-6mi24 -n imooc

pod "fluentd-app-6m|24" deleted

$ kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
fluentd-app-2xjmg 11 Running 0 12s
fluentd-app-6sxz9 11 Running 0 36m
fluentd-app-fknkb 11 Running 0 36m

nginx-deployment-57f49¢59d-8dzn4 1/1  Running 0 20h
nginx-deployment-57f49¢59d-9jvrp 1/1  Running 0 20h
nginx-deployment-57f49¢59d-m57sr 1/1  Running 0 20h
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Pod. X3 A 1] /AT P A g R 5 2%«

e fB5%E .spec.template.spec.nodeSelector , DaemonSet ¥ /£ fE1% 5 Node Selector VLD 75 s _E A7 Pod.
o J55E .spec.template.spec.affinity , #RJ5 DaemonSet £ fEWS 5 nodeAffinity VLHD 1Y s A7 Pod.

nodeSelector 7~ 45

FATE B FAT ST B4 E K label, {44 kubect labels

$ kubectl label nodes <node-name> <label_key>=<value>

SRJ5#E DaemonSet 1) yaml SC#EH 15 E nodeSelector.



apps/v1
DaemonSet

fluentd-app

fluentd

fluentd-app

fluentd-app

<value
fluentd
fluentd:v2.5.2
100m

200Mi

100m
200Mi

nodeAffinity 77

nodeAffinity H Fii S HF 4 FhHEng, 73 l/2:

requiredDuringSchedulinglgnoredDuringExecution: &7k Pod 2 5525 215 2 4 LR s b, RS a i L 4%
PR A, B .

requiredDuringSchedulingRequiredDuringExecution: 254l requiredDuringSchedulinglgnoredDuringExecution ,
AT AR SRR R AR T AR, AN FEH AL podd R E IR SR, T E TR PR A RN A

preferredDuringSchedulinglgnoredDuringExecution: 7~ {1t 2 388 155 2 24 0071 i b, W B i 2 R0
TR HANSIX SRR, R IR I

preferredDuringSchedulinglgnoredDuringExecution: &7~ {1t 26 382 135 2 24 0071 i b, W B 2 1R
W, B ARG A, MR IE R P S . H T RequiredDuringExecution% s i B 5 T AR KA T AR
b, T AR, DU H U B AL AR A

N1 FATLA requiredDuringSchedulinglgnoredDuringExecution 244, &— F DaemonSet (1)—/>r il yaml.



apiVersion: apps/v1
kind: DaemonSet
metadata:
name: fluentd-app
labels:
k8s-app: fluentd
spec:
selector:
matchLabels:
name: fluentd-app
template:
metadata:

labels:
name: fluentd-app

spec:

affinity:

nodeAffinity:

requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:

- matchExpressions:
- key: <label-name>

operator: In

values:

- <value1>

- <value2>
containers:

- name: fluentd
image: fluentd:v2.5.2
resources:

limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
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apiVersion: v1
kind: Pod
metadata:
name: myapp-pod
spec:
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: node-name
operator: In
values:

- <new node name=>
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o requiredDuringSchedulinglgnoredDuringExecution: 4 /i i IR A 2% FE X AN S A 21, 2 J5 Node
WEME R RAARE, AL FTIZ1TH Pod.

o nodeSelectorTerms: EARMiE M, BATX B H K matchExpression, @il node name Skidk47 bt ik
.

EFRXHE, BN ZHAT, DaemonSet HiEHI437EHTH) Node L& LG Pod RIBHE, HFRE N FSLUXEE—
A nodeAffinity & X, #RJG1E select 110 H i@ H7 Node v s 1) 44 T kAT VL AC P 7]

34 1l EE . ConfigMap 7 36 Kubernetes
Secret ReplicationController
ReplicaSet /44

< >



	1. 创建 DaemonSet
	2. 使用 DaemonSet
	nodeSelector 示例
	nodeAffinity 示例

	3. 更新 DaemonSet
	4. DaemonSet 工作原理

