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apiVersion: apps/v1
kind: Deployment
metadata:
name: nginx-deployment
labels:
app: nginx
spec:
replicas:
selector:
matchLabels:
app: nginx
template:
metadata:

labels:
app: nginx

spec:

containers:

- name: nginx
image: nginx:1.14.2
ports:

- containerPort:
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi
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- matchExpressions:
- key: kubernetes.io/e2e-az-name
operator: In
values:
- e2e-az1
- e2e-az2

THEATET kubect! apply 171X~ Deployment, FA1iX B2 N F #] imooc X4 namespace.

$ kubectl apply -f nginx-dm.yaml -n imooc

SRJG AT LLEE kubectl get deployment 15 7% Deployment ()61l 245 1 .

$ kubectl get deployment -n imooc
NAME READY UP-TO-DATE AVAILABLE AGE
nginx-deployment 3/3 3 3 2m31s

JEIZ kubectl describe deployment &% Deployment [t .



$ kubectl describe deployment nginx-deployment -n imooc

Name: nginx-deployment

Namespace: imooc

CreationTimestamp: ~ Sun, 12 Apr 2020 11:43:04 +0800
Labels: app=nginx

Annotations: deployment.kubernetes.io/revision: 1

kubectl.kubernetes.io/last-applied-configuration:

{"apiVersion":"apps/v1","kind":"Deployment","metadata":{"annotations":{},"labels":{"app":"nginx"},"name":"nginx-deployment","namespace

Selector: app=nginx
Replicas: 3 desired | 3 updated | 3 total | 3 available | 0 unavailable
StrategyType: RollingUpdate

MinReadySeconds: 0
RollingUpdateStrategy: 25% max unavailable, 25% max surge
Pod Template:
Labels: app=nginx
Containers:
nginx:
Image:  nginx:1.14.2
Port:  80/TCP
Host Port: O/TCP
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>

Volumes: <none>
Conditions:
Type Status Reason

Available  True MinimumReplicasAvailable
Progressing True NewReplicaSetAvailable
OldReplicaSets: <none>

NewReplicaSet: nginx-deployment-64969b6699 (3/3 replicas created)
Events:

Type Reason Age From Message

Normal ScalingReplicaSet 4m8s deployment-controller Scaled up replica set nginx-deployment-64969b6699 to 3
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o Events: F&AI10T LA 2% Deployment £l T —4> ReplicaSet nginx-deployment-64969b6699, T A Tidid
#r4 kubectl getrs KE—TF:

$ kubectl get rs -n imooc

NAME DESIRED CURRENT READY AGE
nginx-deployment-64969b6699 3 3 3 144m

XA~ ReplicaSet H4 7 1E2 LT Deployment iR event BT mi. FAT@IT kubectl describe rs H— Ni%
ReplicaSet ik .

$ kubectl describe rs nginx-deployment-64969b6699 -n imooc
Name: nginx-deployment-64969b6699
Namespace:  imooc
Selector: app=nginx,pod-template-hash=64969b6699
Labels: app=nginx
pod-template-hash=64969b6699
Annotations:  deployment.kubernetes.io/desired-replicas: 3
deployment.kubernetes.io/max-replicas: 4
deployment.kubernetes.io/revision: 1
Controlled By: Deployment/nginx-deployment
Replicas: 3 current / 3 desired
Pods Status: 3 Running / 0 Waiting / 0 Succeeded / 0 Failed
Pod Template:
Labels: app=nginx
pod-template-hash=64969b6699
Containers:
nginx:
Image:  nginx:1.14.2
Port:  80/TCP
Host Port: O/TCP
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>
Volumes: <none>
Events: <none>
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1 deployment kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
nginx-deployment-64969b6699-6rjgj 1/1  Running 0 148m
nginx-deployment-64969b6699-gw5fx 1/1  Running 0 148m
nginx-deployment-64969b6699-jqvgh 1/1  Running 0 148m
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$ kubectl describe pod nginx-deployment-64969b6699-6rjgj -n imooc
Name: nginx-deployment-64969b6699-6rjgj
Namespace:  imooc

Priority: 0

Node: cn-beijing.172.16.60.188/172.16.60.188
Start Time:  Sun, 12 Apr 2020 11:43:05 +0800
Labels: app=nginx

pod-template-hash=64969b6699
Annotations: <none>
Status: Running
IP: 10.1.1.142
IPs: <none>
Controlled By: ReplicaSet/nginx-deployment-64969b6699
Containers:
nginx:
Container ID: docker://4f1003385c63d073e59b64b236d210a74b0434a892138df403ee34b75e2ad259
Image: nginx:1.14.2
Image ID:  docker-pullable://nginx@sha256:f7988fb6c02e0ce69257d9bd9cf37ae20a60f1df7563c3a2ababe24160306b8d
Port: 80/TCP
Host Port:  O/TCP

State: Running
Started:  Sun, 12 Apr 2020 11:43:07 +0800
Ready: True
Restart Count: 0
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m

memory:  200Mi
Environment: <none>
Mounts:
Ivar/run/secrets/kubernetes.io/serviceaccount from default-token-84db9 (ro
Conditions:
Type Status
Initialized True
Ready True
ContainersReady True
PodScheduled  True
Volumes:
default-token-84db9:
Type: Secret (a volume populated by a Secret
SecretName: default-token-84db9
Optional:
QoS Class: Guaranteed
Node-Selectors: <none>
Tolerations:  node.kubernetes.io/not-ready:NoExecute for 300s
node.kubernetes.io/unreachable:NoExecute for 300s
Events: <none>
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$ kubectl apply -f nginx-dm.yaml -n imooc
deployment.apps/nginx-deployment configured

$ kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
nginx-deployment-64969b6699-6rjgj 1/1  Running 0 166m
nginx-deployment-64969b6699-gw5fx 1/1  Running 0 166m
nginx-deployment-64969b6699-jqvgh 1/1  Running 0 166m
nginx-deployment-64969b6699-xnfkz  1/1  Running 0 5m21s
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apiVersion: apps/v1
kind: Deployment
metadata:
name: nginx-deployment
labels:
app: nginx
spec:
replicas:
selector:
matchLabels:
app: nginx
template:
metadata:

labels:
app: nginx

spec:

containers:

- name: nginx
image: nginx:1.9.1
ports:

- containerPort:
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi

[ kubectl apply #2EF M H— T

$ kubectl apply -f nginx-dm.yaml -n imooc
deployment.apps/nginx-deployment configured

IARRE T E PR, L@ kubectl rollout status AA XML E LR, FIEHTSE BILTF A%t .

$ kubectl rollout status deployment nginx-deployment
Waiting for rollout to finish: 1 out of 2 new replicas have been updated. ..
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$ kubectl rollout status deployment nginx-deployment
deployment "nginx-deployment” successfully rolled out

R 2R AT AT AR OldReplicaSet fil NewReplicaSet ()17, ifiid kubectl describe # % — F Deployment
RS B

$ kubectl describe deployment nginx-deployment -n imooc

Name: nginx-deployment

Namespace: imooc

CreationTimestamp: ~ Sun, 12 Apr 2020 11:43:04 +0800
Labels: app=nginx

Annotations: deployment.kubernetes.io/revision: 2

kubectl.kubernetes.io/last-applied-configuration:

"apiVersion":"apps/v1","kind":"Deployment","metadata":{"annotations":{},"labels":{"app":"nginx"},"name":"nginx-deployment","namespace

M
Selector: app=nginx

Replicas: 4 desired | 4 updated | 4 total | 4 available | 0 unavailable
StrategyType: RollingUpdate

MinReadySeconds: 0
RollingUpdateStrategy: 25% max unavailable, 25% max surge
Pod Template:
Labels: app=nginx
Containers:
nginx:
Image:  nginx:1.9.1
Port:  80/TCP
Host Port: O/TCP
Limits:
cpu:  100m
memory: 200Mi
Requests:
cpu: 100m
memory:  200Mi
Environment: <none>
Mounts: <none>

Volumes: <none>
Conditions:
Type Status Reason

Available  True MinimumReplicasAvailable

Progressing True NewReplicaSetAvailable
OldReplicaSets: nginx-deployment-64969b6699 (4/4 replicas created
NewReplicaSet: nginx-deployment-c464767dd (4/4 replicas created
Events:

Type Reason Age From Message

Normal ScalingReplicaSet 24m  deployment-controller Scaled up replica nginx-deployment-64969b6699 to 4
Normal ScalingReplicaSet 6m50s deployment-controller Scaled up replica nginx-deployment-c464767dd to 1
Normal ScalingReplicaSet 6m50s deployment-controller Scaled down replica nginx-deployment-64969b6699 to 3
Normal ScalingReplicaSet 6m50s deployment-controller Scaled up replica nginx-deployment-c464767dd to 2
Normal ScalingReplicaSet 6m37s deployment-controller Scaled down replica nginx-deployment-64969b6699 to 2
Normal ScalingReplicaSet 6m37s deployment-controller Scaled up replica nginx-deployment-c464767dd to 3
Normal ScalingReplicaSet 6m37s deployment-controller Scaled down replica nginx-deployment-64969b6699 to 1
Normal ScalingReplicaSet 6m37s deployment-controller Scaled up replica nginx-deployment-c464767dd to 4
Normal ScalingReplicaSet 6m35s deployment-controller Scaled down replica nginx-deployment-64969b6699 to 0
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AT Deployment [ Events Hifi (41 177M46) KE— FAEMAME R WTRAER, FFEERZNN, Ui

maxUnavailable 1 maxSurge #52 25%, B FRZA 4 * 25% =1 > Pod 4T AR APIRAS, 28 & 2 Hish
Bz ok 1 4 Pod.

1. ¥ ReplicaSet nginx-deployment-c464767dd 4 &#H &1 1 4 Pod;
% ReplicaSet nginx-deployment-64969b6699 4%, M 4 4~ Pod 4i% 3 /> Pod;
#T ReplicaSet nginx-deployment-c464767dd fid 25z 2 4 Pod;
% ReplicaSet nginx-deployment-64969b6699 #4i%%, M 3 4~ Pod 4i% 2 /> Pod;
#7 ReplicaSet nginx-deployment-c464767dd fi# 2z 4 3 4 Pod;
% ReplicaSet nginx-deployment-64969b6699 4%, M 2 4> Pod 4i % 1 /> Pod:
¥ ReplicaSet nginx-deployment-c464767dd fifd 2t 4 4 Pod;
% ReplicaSet nginx-deployment-64969b6699 f§4i%s, M 1 4 Pod 45Z 0 > Pod.
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$ kubectl rollout history deployment nginx-deployment -n imooc
deployment.extensions/nginx-deployment
REVISION CHANGE-CAUSE

1 <none>
2 <none>
3 <none>

HRABANTIT LUELIRE —revision ZEOREREENMRARMAIAT N, TR, RATER T #1 BRANER.

$ kubectl rollout history deployment nginx-deployment -n imooc --revision=1
deployment.extensions/nginx-deployment with revision #1
Pod Template:
Labels: app=nginx
pod-template-hash=64969b6699
Containers:
nginx:
Image: nginx:1.14.2
Port: 80/TCP
Host Port: 0/TCP
Limits:
cpu: 100m
memory: 200Mi
Requests:
cpu: 100m
memory: 200Mi
Environment: <none>
Mounts: <none>
Volumes: <none>
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$ kubect! rollout undo deployment nginx-deployment -n imooc
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$ kubectl rollout undo deployment nginx-deployment -n imooc --to-revisoin=1
IR 56 JE AT LLdEd kubectl descirbe 7 Deployment 1) BH4H(E R & E £ B ER ) -
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kubectl scale deployment nginx-deployment --replicas=7

$ kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
nginx-deployment-57f49c59d-8dzn4 1/1 Running 0 5m5s
nginx-deployment-57f49¢59d-9jvrp 1/1  Running 0 5m5s
nginx-deployment-57f49¢59d-lddjm 1/1  Running 0 5m3s
nginx-deployment-57f49c59d-m57sr 1/1  Running 0O 5m5s
nginx-deployment-57f49c59d-g6mx6 1/1  Running 0 5m4s
$ kubectl scale deployment nginx-deployment --replicas=7
deployment.extensions/nginx-deployment scaled

$ kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
nginx-deployment-57f49c59d-8dzn4 1/1  Running 0 5m49s
nginx-deployment-57f49¢59d-9jvrp 1/1  Running 0 5m49s
nginx-deployment-57f49¢59d-189w2 1/1  Running 0 3s
nginx-deployment-57f49c59d-lddjm 1/1  Running 0 5m47s
nginx-deployment-57f49¢59d-m57sr 1/1  Running 0 5m49s
nginx-deployment-57f49c59d-pfpsm 1/1  Running 0 3s
nginx-deployment-57f49¢59d-g6mx6 1/1  Running 0 5m48s

R AT

$ kubectl scale deployment nginx-deployment -n imooc --replicas=3
deployment.extensions/nginx-deployment scaled

$ kubectl get pods -n imooc

NAME READY STATUS RESTARTS AGE
nginx-deployment-57f49c59d-8dzn4 1/1  Running 0 6mb52s
nginx-deployment-57f49c¢59d-9jvrp 1/1  Running 0 6m52s
nginx-deployment-57f49¢59d-189w2 0/1  Terminating 0 66s
nginx-deployment-57f49c59d-m57sr 1/1  Running 0 6m52s
nginx-deployment-57f49c¢59d-pfpsm 0/1  Terminating 0 66s
nginx-deployment-57f49¢c59d-qg6mx6 0/1  Terminating 0 6m51s

WRRE T KTHE34E Pod , WA PLE kubectl autoscale SKARTE cpu 14 I Z kit 4T B 3h4i L.
kubectl autoscale deployment nginx-deployment --min=10 --max=15 --cpu-percent=80
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https://kubernetes.io/docs/tasks/run-application/horizontal-pod-autoscale-walkthrough/
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