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while:
currentState = getResourceCurrentState() #5175 )5 4 ik 4
desiredState = getResourceDesiredState() #3174 5 (1) {120k 4
if currentState == desiredState:
noop
else:

reconcileLoop() #iJi 11 7 YR 45
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$ cd kubernetes/pkg/controller/

$ls-d*/

deployment/ job/ podautoscaler/
cloud/ disruption/ namespace/
replicaset/ serviceaccount/ volume/

cronjob/ garbagecollector/ nodelifecycle/ replication/ statefulset/ daemon/
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