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1. Service /4

%t Em PR IX AN @, Kubernetes AL T —Fh APl X% Service. Service ] LAFRfRA—Fhijy i) — 4 KFE
Pod 1) 51%

AT, BB EB MR, i Pod 3247 1 3 ANEIA, I HRICIRER . mmY RHZR R,
AHFELOEFRZ WA T A Pod S, JEuit Pod KA IR, FldAROZ AT ZIEAE] . 0T IXFh R0
%, AL AT LU Service KA. Service HJEiif)Z A Pod #EATICEE (il selector) , i A i LA
Service BT,

2. f) % Service

7£ Kubernetes 1, Service %4t a] LI —A> yaml SCHERE X, FH#EZE —MEH Service € Yo
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apiVersion: v1
kind: Service
metadata:
name: nginx-service
spec:
selector:
app: nginx
ports:
- protocol: TCP
port:
targetPort:

XA~ Service Xt R MAIFFE ML R R, SJE—AEFR AN my-service it Service X%, ‘B2 KXt 80 I 1) TCP i
KRS —H Pod L, X% Pod fIRE S EHE T AR app=nginx, FH{#H TCP #4511 80, XLk Pod FATE I
WA AR, A1 Service i3t kubectl apply €11 Hi5k.,

$ kubectl apply -f nginx-service.yaml -n imooc
service/nginx-service created

FIRER), FATEE kubectl describe service K& H — FRATEIE HI KK Service Ft % .

$ kubectl describe service nginx-service -n imooc

Name: nginx-service
Namespace: imooc
Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:
{"apiVersion":"v1","kind":"Service","metadata":{"annotations":{},"name":"nginx-service","namespace":"imooc"},"spec":{"ports":[{"port":80,"...

Selector: app=nginx
Type: ClusterlP

IP: 10.0.213.149
Port: <unset> 80/TCP
TargetPort: 80/TCP
Endpoints: <none>
Session Affinity: None

Events: <none>

REAJNREIER, B

* selector: Service 2xi#i selector 252216 4% label i /£ 56111 Pod BEATE K%K

o Type: Service {128, X HJE ClusterlP 2L, W 2BRIAMIZRA, BIFRUE, ClusterlP 288 2 4 it — Al
(1P, ARG X R S A Y AT U ol

e IP: Service X GBI 1P, T LA 2 —A vips

o Port/TargetPort: §i# /& Service Xt R UEHT (15 11, Jo# 25 KK B bs Pod (¥ 1

e Endpoints: & —/M41#, XK FEH ) Pod 1 IP %4 .

KA LB E Z ) — A U2 endpoints,  ROVHLESETE A BA T 2 6 AFH) Pod T LAt %, BTl endpoints Bt
H
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TIFRATE) E— 435 2 4 4F 0 nginx (1) Pod: Ef5 label app=nginx F1#f 10 80. N st/2FATM Deployment
52 Mo



apiVersion: apps/v1
kind: Deployment
metadata:
name: nginx-deployment
labels:
app: nginx
spec:
replicas: 3
selector:
matchLabels:
app: nginx
template:
metadata:

labels:
app: nginx

spec:

containers:

- name: nginx
image: nginx:1.9.1
ports:

- containerPort: 80
resources:
limits:
cpu: 100m
memory: 200Mi
requests:
cpu: 100m
memory: 200Mi

B kubectl apply fll# 1% Deployment.

$ kubectl apply -f nginx-dm.yaml -n imooc
deployment.apps/nginx-deployment created

FA@ET kubectl get pods &— T X deployment B[] pod 15, @it -o wide AT LLE/REZHFE, in
IP, H5riafx, AR R FIZRANTEE IP, LA B i e bassidsi. i N rJLA> Pod (1 1P,

kubectl get pods -n imooc -o wide | grep nginx
nginx-deployment-c464767dd-6ts4x 1/1  Running 0 85s 10.1.1.154
nginx-deployment-c464767dd-d9mh7 1/1  Running 0 85s  10.1.2.159
nginx-deployment-c464767dd-qd22h 1/1  Running 0 85s 10.1.2.31

FAVAAEF R RAFH— FZ Al N Service X%, W FAR, HATATLAEFEFH Endpoints FEHIRAE N
=7, T2 EHEKI =4 Pod # IP:Port 4.

$ kubectl describe service nginx-service -n imooc

Name: nginx-service
Namespace: imooc
Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:

wn UKD "o URY

{"apiVersion":"v1","kind":"Service","metadata":{"annotations":{},"name":"nginx-service","namespace":"imooc"},"spec":{"ports":[{"port":80,"...

Selector: app=nginx
Type: ClusterlP

IP: 10.0.213.149
Port: <unset> 80/TCP

TargetPort: 80/TCP

Endpoints: 10.1.1.154:80,10.1.2.159:80,10.1.2.31:80
Session Affinity: None

Events: <none>

Sefr b, Service Xt &2l —4> endpoints X5, FATAILLEIE kubectl get endpoints KA F .



$ kubectl get endpoints -n imooc

NAME ENDPOINTS AGE

nginx-service 10.1.1.154:80,10.1.2.159:80,10.1.2.31:80 113m

$ kubectl describe endpoints nginx-service -n imooc

Name: nginx-service

Namespace: imooc

Labels: <none>

Annotations: endpoints.kubernetes.io/last-change-trigger-time: 2020-04-19T12:55:17+08:00

Subsets:

Addresses: 10.1.1.154,10.1.2.159,10.1.2.31
NotReadyAddresses: <none>

Ports:

Name Port Protocol

<unset> 80 TCP

Events: <none>

WAERMCEGE K T FEwMAH, JATE— FERZUMATHATE RN . A3 Service IP 1) 80 i 1 {iE KA 2
PR BRI =A  Pod  HEI—A, FHERBFIEA  Pod XN FIASE KM G . B — T RN
&, ClusterlP 28741 Service HAE/EAEREPN T VTN . W1 F s, BATEREEVH Service IP S 1 80, H
R [H T Nginx FIXGHE T, WA &K F 71247 nginx 1 Pod #1717 .

$ curl 10.0.213.149:80
<IDOCTYPE html>
<html>
<head>
<title>Welcome to nginx! </title>
<style>
body
width: 35em
margin: 0 auto
font-family: Tahoma, Verdana, Arial, sans-serif

<[style>

</head>

<body>

<h1>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em=></p>
</body>
</html>

4. % 1 Service

HIHERA 12 9B —A RN H B2 AN O, EeanJ i http 3% 0 80, JFAK https ¥ 0 443, A 1ERER] LIZE Service
WHRHPEE 2N . H2FEEENE, JEHZ NN, SO 2K, MRS . im0 2R
HEg & /NS PR/ R Rk, I BBl F R /LM E. W 2—A2i0 Service FI5E X



apiVersion: v1
kind: Service
metadata:

name: my-service
spec:

selector:

app: MyApp

ports:

- name: http
protocol: TCP
port: 80
targetPort: 9376

- name: https
protocol: TCP
port: 443
targetPort: 9377

5 wEFE IP
HITH ) Service # 2 /0H T FEHL IP, BENL IP £ ApiServer IR 5124 service-cluster-ip-range (¥ CIDR Y& A .

WARFAVEEN IP BRI ERET), WALN TS Service HJE X il 24 spec.clusterlP $85E H O
clusterlP, tuin# EE#—NOAER DNS K H, SEFUHAGTOARE 7 MEE 1P Jf HAESCER LA
o

6. k55 & I

Kubernetes #2 it 7 ik 55 K I #8522 5 AT DNS.,

B3R B )7 A5 /& Kubernetes 2K #3411 Service X % LIS B & 1177 RIEA ] Pod 1, 41 {SVCNAME
}_SERVICE_HOST # {SVCNAME} _SERVICE_PORT .

EANMHF, —A redis S redis-master [ Service ZEF: I TCP #mll 6379, [FE4E T ClusterlP Huhik
10.0.0.11, XM IARBEAE41TF,

REDIS_MASTER _SERVICE_HOST=10.0.0.11
REDIS_MASTER_SERVICE_PORT=6379

REDIS MASTER _PORT=tcp://10.0.0.11:6379
REDIS_MASTER_PORT 6379 TCP=tcp://10.0.0.11:6379
REDIS_MASTER_PORT 6379 TCP_PROTO-=tcp
REDIS_MASTER _PORT 6379 TCP_PORT=6379
REDIS_MASTER_PORT 6379 TCP_ADDR=10.0.0.11

B AR BN AT LU . AR AR R AN H B . Wk Service 1 Pod Jazhz A A G MLh, A
XA Service 1£1% Pod W 3B & R IRA S .

DNS

Kubernetes £ #£(%) DNS iR45%%, Eoin CoreDNS, &SRS, HNEMIRSEIE 4 DNS id%.
BEAERERHE T DNS, TIFTA ) Pod #5% 1% A8 %3853 H DNS £ % H S iR S .



AT, WHRAE Namespace my-ns 1 —NEFN my-sve BIRS:, T DNS R4 24 iR 5618 —1 DNS
% B my-svc.my-ns . fii T Namespace my-ns T Pod A LLlE A my-sve 8 my-sve.my-ns K47 R4S
K. HAt Namespace T Pod T LLEE my-sve.my-ns K47 R4S &3

7. Headless Service

Xt F4iA ClusterlP () Service, 43A115 3L ClusterlP i, 32 F BN G 330 . (HRAH MR ATAR 22
RNTRATTE L S s, 4% FixFif i, nlLA@Id4RE ClusterlP MfE None , X AMHHEE]ZE H R
Service MI’A Headless Service. FAEMIRS KIS, XA Service Mk [FI #4551 Pod 412, XA IRATH
A UARIERAE T FH2BIT

v1
Service

nginx-service
None
nginx

TCP

XA MR L Headless Service, JaiiftEE T £ HA label: app=nginx [{] Pod. #A1#1% Service #4775
&, SRIGHE Kubernetes HBEH 1A Pod P8 Id nslookup K2 1) iZ% K 55

/'$ nslookup nginx-service

Name:  nginx-service

Address 1: 10.1.1.154 10-1-1-154.nginx-service.imooc.svc.cluster.local
Address 2: 10.1.2.31 10-1-2-31.nginx-service.imooc.svc.cluster.local
Address 3: 10.1.2.159 10-1-2-159.nginx-service.imooc.svc.cluster.local

BTATATLLE IR SS RIS g, B fEmt Pod #IFRIRIE T, &4 Pod XIMif) DNS 2H’N ip.<svc-name>.
<namespace>.svc.cluster.local, IXANIHERA T AT AR 75 kR Mol — B #A1E T,

8. &4

AR LENAT Kubernetes 1 APl %14 Service FIFEAGM, T XEKSFRKFNH Kubernetes $E{LH1£
Fh Service %!
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