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2. NodePort
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LR FRA1E T kubect! apply fil7d Service 4.

$ kubectl apply -f nginx-service-nodeport.yaml -n imooc
service/nginx-service-nodeport created

$ kubectl get service -n imooc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S AGE
nginx-service ClusterlP  10.0.213.149 <none> 80/TCP 7h26m
nginx-service-nodeport NodePort 10.0.8.178 <none> 30001:31633/TCP 1s

T nginx-service-nodeport it & AT TRINIAIZ Y NodePort X7 Service, FATATLAEZE] TYPE SR ANT
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H s K ClusterlP, 5t NodePort Z5%4 1) Service J& il /2@ i ClusterlP SRSZHLAT .
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ps aux | grep service-node-port

root 6351 2.0 2.9477832 235040 ? Ssl 2019 5018:00 kube-apiserver --audit-log-maxbackup=10 --audit-log-maxsize=100 --audit-log-path=/var/l

og/kubernetes/kubernetes.audit --audit-log-maxage=7 --audit-policy-file=/etc/kubernetes/audit-policy.yml --apiserver-count=500 --endpoint-reconciler-typ

e=lease --enable-aggregator-routing=true --runtime-config=admissionregistration.k8s.io/vibeta1 --profiling=false --advertise-address=172.16.60.185 --all
ow-privileged=true --authorization-mode=Node,RBAC --client-ca-file=/etc/kubernetes/pki/apiserver-ca.crt --cloud-provider=external --enable-admission-p
lugins=NodeRestriction --enable-bootstrap-token-auth=true --etcd-cafile=/etc/kubernetes/pki/etcd/ca.pem --etcd-certfile=/etc/kubernetes/pki/etcd/etcd-cli
ent.pem --etcd-keyfile=/etc/kubernetes/pki/etcd/etcd-client-key.pem --etcd-servers=https://172.16.60.183:2379,https://172.16.60.184:2379,https://172.16.
60.185:2379 --feature-gates=VolumeSnapshotDataSource=true,CSINodelnfo=true,CSIDriverRegistry=true --insecure-port=0 --kubelet-client-certificate=/
etc/kubernetes/pki/apiserver-kubelet-client.crt --kubelet-client-key=/etc/kubernetes/pki/apiserver-kubelet-client.key --kubelet-preferred-address-types=Inte
rnallP,ExternallP,Hostname --proxy-client-cert-file=/etc/kubernetes/pki/front-proxy-client.crt --proxy-client-key-file=/etc/kubernetes/pki/front-proxy-client.ke
y --requestheader-allowed-names=front-proxy-client --requestheader-client-ca-file=/etc/kubernetes/pki/front-proxy-ca.crt --requestheader-extra-headers-
prefix=X-Remote-Extra- --requestheader-group-headers=X-Remote-Group --requestheader-username-headers=X-Remote-User --secure-port=6443 --s
ervice-account-key-file=/etc/kubernetes/pki/sa.pub --service-cluster-ip-range=10.0.0.0/16 --service-node-port-range=30000-32767 --tls-cert-file=/etc/kub
ernetes/pki/apiserver.crt --tls-private-key-file=/etc/kube
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FALRIEE kubectl describe RE— T NodePort ] Service Xt % .

$ kubectl describe service nginx-service-nodeport -n imooc

Name: nginx-service-nodeport

Namespace: imooc

Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:
"apiVersion":"v1","kind":"Service","metadata":{"annotations":{},"name":"nginx-service-nodeport","namespace":"imooc"},"spec":{"ports":

"o

Selector: app=nginx

Type: NodePort

IP: 10.0.8.178

Port: <unset> 30001/TCP

TargetPort: 80/TCP

NodePort: <unset> 31633/TCP

Endpoints: 10.1.1.154:80,10.1.2.159:80,10.1.2.31:80

Session Affinity: None
External Traffic Policy: Cluster
Events: <none>
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3. LoadBalancer
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SRJGIEIE kubect! apply B%i% Service.

$ kubectl apply -f nginx-service-lb.yaml -n imooc
service/nginx-service-Ib configured
$ kubectl get service -n imooc

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S

nginx-service ClusterlP  10.0.213.149 <none> 80/TCP

AGE
11h

nginx-service-lb LoadBalancer 10.0.13.63 39.102.158.120 30005:30423/TCP 64m

X HLE) EXTERNAL-IP g2 S A S i g8 10 1P, % RE 3 1152 30005, A 3ATTAT AT 2 /E PORT(S) Bk

BT — M AHL) NodePort 3 11 30423,

FAT AT curl 3K — NN B %, IR [ H1E
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$ curl 39.102.158.120:30005
<IDOCTYPE html>
<html>
<head>
<title>Welcome to nginx! </title>
<style>
body
width: 35em
margin: 0 auto
font-family: Tahoma, Verdana, Arial, sans-serif

</style>

</head>

<body>

<h1>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<br/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em=></p>
</body>
</html>
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FAi1iE T kubect! describe #&F — T LoadBalancer Z5%!] Service ({5 8 .

$ kubectl describe service nginx-service-lb -n imooc

Name: nginx-service-lb

Namespace: imooc

Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:
{"apiVersion":"v1","kind":"Service","metadata":{"annotations":{},"name":"nginx-service-Ib","namespace":"imooc"},"spec":{"ports":[{"port":

3.

Selector: app=nginx

Type: LoadBalancer

IP: 10.0.13.63

LoadBalancer Ingress:  39.102.158.120

Port: <unset> 30005/TCP

TargetPort: 80/TCP

NodePort: <unset> 30423/TCP

Endpoints: 10.1.1.154:80,10.1.2.159:80,10.1.2.31:80

Session Affinity: None
External Traffic Policy: Cluster
Events: <none>

BATTTLLE RIS T Type 2% LoadBalancer 22 41, i£% T —4 LoadBalancer Ingress, tSzalfe sl iz
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4. ExternalName

KMy ExternalName [¥) Service ¥4Ik 5 i 31 DNS #F5, 1At selector i#%#%. nJLAMHIH spec.externalN
ame ZH4RE DNS ¥k, a1, 41F  Service JE KRS nginx-service-external-name Sl 55 Sy

www.baidu.com .

apiVersion: v1
kind: Service
metadata:
name: nginx-service-external-name
spec:
type: ExternalName
externalName: www.baidu.com

TAEREIL kubect! apply KAz Service

$ kubectl apply -f nginx-service-ename.yaml -n imooc
service/nginx-service-external-name created

$ kubectl get service nginx-service-external-name -n imooc

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
nginx-service-external-name ExternalName <none> www.baidu.com <none> 17s

AT LLE F Service nginx-service-external-name 7 [f) TYPE 4 ExternalName, EXTERNAL-IP JN3RATIH spec
externalName FBE HIME . SEHARS nginx-service-external-name.imooc.sve.cluster.local B, £# DNS k4
¥R [E CNAME 83k, k2 www.baidu.com . V5% Service 75305 HABARS 177 XM, (A EZ X HI7E T
HE [ K AEAE DNS 2053, AR B AR

MR AT LT kubectl describe 3kF— K Service [HVETEE B .


http://www.baidu.com

$ kubectl describe service nginx-service-external-name -n imooc

Name: nginx-service-external-name
Namespace: imooc
Labels: <none>

Annotations: kubectl.kubernetes.io/last-applied-configuration:
{"apiVersion":"v1","kind":"Service" "metadata":{"annotations":{} "name":"nginx-service-external-name","namespace":"imooc"},"spec":{"extern

Selector: <none>

Type: ExternalName
IP:

External Name:  www.baidu.com
Session Affinity: None
Events: <none>

5. Ingress

Ingress %Kit H AL —Fh Service 25!, it Kubernetes & =4 HIH T X AR TR S 5 30 Rl & — M
B Ingress {7 B .

apiVersion: extensions/vibeta1
kind: Ingress
metadata:
name: example-ingress
spec:
rules:
- host: www.example.com
http:
paths:
- path: /foo
backend:
serviceName: nginx-service
servicePort: 80

Ingress F i EAZ O TS & spec.rules , T LLTE rule HiE— 2N, AN FHAS LT ER:

o host: JIR4% 525 k4
o http: EEHIF K IML, TR http 53 https, PR AL

e path: P router;
o backend: JEui/R%, EEALIEIRS A ARG .
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