
⼤型 HTTP 服务器架构演进路线
及思路

⼀个成熟的⼤型后端服务器（如京东、淘宝等）并不是⼀开始的设计
就具备完整的⾼性能、⾼可⽤、⾼安全等特性。它是随着业务和⽤户
量的增⻓，业务功能不断地扩展演化⽽来的。在这个过程中，团队的
增加带来开发模式的转变，性能瓶颈带来技术架构及设计思想的改
变。随着业务的增⻓，开始出现业务功能的侧重点，如微信在发展成
⼗亿级别的⽤户体量后，业务侧重的就是如何解决数⼗亿⽤户实时消
息传输的通达性，百度慢慢地发展为如何处理海量数据的搜索请求。
这些技术架构⽅案及思想，各有各的不同，⽆法⼀蹴⽽就，⽽是业务
驱动。本节⽆法详尽提及每⼀种架构的设计⽅案，⽽只提供⼀种通⽤
的思想，这些思路⼴泛应⽤于现在⼤型的后端服务器设计架构中，希
望读者在具体的项⽬中，随着业务的增⻓，能从这⾥找到⼀些思路。
下⾯将从服务器的演进路线进⾏讲解。

1. 项⽬初期

在项⽬的初期，⼀般为了抢夺市场时间窗⼝，产品需要快速推向市
场。此时，访问量低，业务单⼀，对服务器要求不⾼。正如本⼩册的
⽅式，应⽤程序、数据库和⽂件全部放在单⼀的服务器中，如下图所
示。



但需要注意的是，单⼀不代表粗糙，应⽤程序设计阶段，应秉承解耦
的思想，各业务组件之间相对独⽴，各层级清晰，如本⼩册的 views
模块分层逻辑、数据库处理模块化等。

2. 应⽤程序、数据、存储分离

随着业务的发展，单台服务器已⽆法满⾜业务需求，此时应将应⽤程
序、数据库和存储进⾏拆分，将其各⾃部署在不同的服务器上。



3. 负载均衡

当服务器的访问量⼤于单台服务器能提供的能⼒时，此时需要部署多
台服务器进⾏横向扩展。在服务器集群前增加负载均衡器，以使访问
流量通过负载均衡器能均衡地分配到后端服务器集群上，以此来满⾜
⼤流量、⾼并发、海量数据请求问题。⽬前主流的负载均衡分软件和
硬件两种，软件有主流的 Nginx，硬件需要购买专⻔的负载均衡器
设备，成本较⾼，但处理能⼒更强。

4. 缓存技术



缓存技术能⼤⼤提⾼服务器性能，世间万物⼤多遵循 2/8 原则，⽤
在这⾥，即 80% 的访问量落在 20% 的业务数据上。对热点数据
（20%）进⾏跟踪并进⾏缓存，能⼤⼤提⾼访问效率。缓存分为⽂件
缓存、内存缓存及数据库缓存。缓存主要分两种，⼀是使⽤本地缓
存，另⼀种是分布式缓存。本地缓存⼀般⽤于单机模式，缓存数据量
有限；⽽分布式缓存可以缓存海量数据，易扩展，容灾性强，常⽤的
分布式缓存有 Memcache 及 Redis。

在缓存技术中，还有⼀个重量级的服务，叫 CDN。简单讲，即就近
接⼊，提⾼⽤户访问速度。当⽬标⽤户分散在全国各地，此时部分⽤
户受地域、⽹络等限制，访问服务器存在延迟问题，特别是点播、直
播等场景。CDN 就是这样的⼀种技术，它能将源站点内容抓取分发
到最接近⽤户的节点，从⽽提⾼⽤户的访问速度和提升⽤户体验。



5. 分布式⽂件系统

随着⽤户数据的增⻓，产⽣的⽂件也越来越多，单台⽂件服务器已⽆
法满⾜业务需要，需采⽤分布式⽂件系统以⽀撑。常⻅的分布式⽂件
系统有 NFS。



6. 应⽤程序拆分

随着业务的发展，应⽤程序进⼀步膨胀，此时已不适合将其所有的组
件部署在⼀起，⽽是需要按业务模块进⾏应⽤程序的拆分。每个业务
模块负责相对独⽴的业务运作，包括版本迭代更新、业务演进。业务
模块之间通过数据库或消息请求进⾏处理。现在主流的业务模块通信
会使⽤ RESTful API 进⾏通信。各业务模块有⾃⼰的缓存系统、⽂
件服务器系统和分布式数据库系统。



以上即为通⽤⼤型服务器⽅案架构演进路线。

⼩结

本⼩节简单⾼度概括了服务器端演进的整个过程。这⾥只提供⼀些思
路，具体的架构和⽅案还要看具体的项⽬⽽⾏。后台架构⽅案可以千
差万别，适合⾃⼰业务模式的才是最好的。

上⾯提到的很多技术，如负载均衡、CDN 分发、分布式缓存和分布
式数据库等，在传统的架设中，从物理连线到软件安装，都需要⼈⼒
投⼊。⾃从公有云服务推出后，这些技术已经作为公有云的基础设施
推给客户。现在的企业，不⽤再⾃⼰去购买硬件设备并维护机房，⽽
只需要通过购买服务的⽅式搭建这个业务⽣态环境，⼤⼤提⾼了⼯作
效率及管理效率。


