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在微服务架构下，由于进行了服务拆分，一次请求往往需要涉及多个服务，每个服务可能是

由不同的团队开发，使用了不同的编程语言，还有可能部署在不同的机器上，分布在不同的

数据中心。

下面这张图描述了用户访问微博首页，一次请求所涉及的服务（这张图仅作为示意，实际上

可能远远比这张图还要复杂），你可以想象如果这次请求失败了，要想查清楚到底是哪个应

用导致，会是多么复杂的一件事情。
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如果有一个系统，可以跟踪记录一次用户请求都发起了哪些调用，经过哪些服务处理，并且

记录每一次调用所涉及的服务的详细信息，这时候如果发生调用失败，你就可以通过这个日

志快速定位是在哪个环节出了问题，这个系统就是今天我要讲解的服务追踪系统。

服务追踪的作用

在介绍追踪原理与实现之前，我们先来看看服务追踪的作用。除了刚才说的能够快速定位请

求失败的原因以外，我这里再列出四点，它们可以帮你在微服务改造过程中解决不少问题。

第一，优化系统瓶颈。

通过记录调用经过的每一条链路上的耗时，我们能快速定位整个系统的瓶颈点在哪里。比如

你访问微博首页发现很慢，肯定是由于某种原因造成的，有可能是运营商网络延迟，有可能

是网关系统异常，有可能是某个服务异常，还有可能是缓存或者数据库异常。通过服务追

踪，可以从全局视角上去观察，找出整个系统的瓶颈点所在，然后做出针对性的优化。



第二，优化链路调用。

通过服务追踪可以分析调用所经过的路径，然后评估是否合理。比如一个服务调用下游依赖

了多个服务，通过调用链分析，可以评估是否每个依赖都是必要的，是否可以通过业务优化

来减少服务依赖。

还有就是，一般业务都会在多个数据中心都部署服务，以实现异地容灾，这个时候经常会出

现一种状况就是服务 A 调用了另外一个数据中心的服务 B，而没有调用同处于一个数据中

心的服务 B。

根据我的经验，跨数据中心的调用视距离远近都会有一定的网络延迟，像北京和广州这种几

千公里距离的网络延迟可能达到 30ms 以上，这对于有些业务几乎是不可接受的。通过对

调用链路进行分析，可以找出跨数据中心的服务调用，从而进行优化，尽量规避这种情况出

现。

第三，生成网络拓扑。

通过服务追踪系统中记录的链路信息，可以生成一张系统的网络调用拓扑图，它可以反映系

统都依赖了哪些服务，以及服务之间的调用关系是什么样的，可以一目了然。除此之外，在

网络拓扑图上还可以把服务调用的详细信息也标出来，也能起到服务监控的作用。

第四，透明传输数据。

除了服务追踪，业务上经常有一种需求，期望能把一些用户数据，从调用的开始一直往下传

递，以便系统中的各个服务都能获取到这个信息。比如业务想做一些 A/B 测试，这时候就

想通过服务追踪系统，把 A/B 测试的开关逻辑一直往下传递，经过的每一层服务都能获取

到这个开关值，就能够统一进行 A/B 测试。

服务追踪系统原理

讲到这里，你一定很好奇，服务追踪有这么多好处，那它是怎么做到的呢？

这就不得不提到服务追踪系统的鼻祖：Google 发布的一篇的论文Dapper, a Large-

Scale Distributed Systems Tracing Infrastructure，里面详细讲解了服务追

踪系统的实现原理。它的核心理念就是调用链：通过一个全局唯一的 ID 将分布在各个服务

http://bigbully.github.io/Dapper-translation/


节点上的同一次请求串联起来，从而还原原有的调用关系，可以追踪系统问题、分析调用数

据并统计各种系统指标。

可以说后面的诞生各种服务追踪系统都是基于 Dapper 衍生出来的，比较有名的有 Twitter

的Zipkin、阿里的鹰眼、美团的MTrace等。

要理解服务追踪的原理，首先必须搞懂一些基本概念：traceId、spanId、annonation

等。Dapper 这篇论文讲得比较清楚，但对初学者来说理解起来可能有点困难，美团的

MTrace 的原理介绍理解起来相对容易一些，下面我就以 MTrace 为例，给你详细讲述服务

追踪系统的实现原理。虽然原理有些晦涩，但却是你必须掌握的，只有理解了服务追踪的基

本概念，才能更好地将其实现出来。

首先看下面这张图，我来给你讲解下服务追踪系统中几个最基本概念。

 

（图片来源：http://tech.meituan.com/img/mt-mtrace/mtrace7.png ）

traceId，用于标识某一次具体的请求 ID。当用户的请求进入系统后，会在 RPC 调用网

络的第一层生成一个全局唯一的 traceId，并且会随着每一层的 RPC 调用，不断往后传

递，这样的话通过 traceId 就可以把一次用户请求在系统中调用的路径串联起来。

spanId，用于标识一次 RPC 调用在分布式请求中的位置。当用户的请求进入系统后，处

在 RPC 调用网络的第一层 A 时 spanId 初始值是 0，进入下一层 RPC 调用 B 的时候

spanId 是 0.1，继续进入下一层 RPC 调用 C 时 spanId 是 0.1.1，而与 B 处在同一层的

RPC 调用 E 的 spanId 是 0.2，这样的话通过 spanId 就可以定位某一次 RPC 请求在系

统调用中所处的位置，以及它的上下游依赖分别是谁。

http://zipkin.io/
http://www.slideshare.net/terryice/eagleeye-with-taobaojavaone
http://tech.meituan.com/mt_mtrace.html
http://tech.meituan.com/img/mt-mtrace/mtrace7.png


上面这三段内容我用通俗语言再给你小结一下，traceId 是用于串联某一次请求在系统中经

过的所有路径，spanId 是用于区分系统不同服务之间调用的先后关系，而 annotation 是

用于业务自定义一些自己感兴趣的数据，在上传 traceId 和 spanId 这些基本信息之外，添

加一些自己感兴趣的信息。

服务追踪系统实现

讲到这里，你应该已经理解服务追踪系统里最重要的概念和原理了，我们先来看看服务追踪

系统的架构，让你了解一下系统全貌。

 

（图片来源：https://tech.meituan.com/img/mt-mtrace/mtrace6.png ）

上面是服务追踪系统架构图，你可以看到一个服务追踪系统可以分为三层。

下面来看看具体每一层的实现方式是什么样的。

1. 数据采集层

annotation，用于业务自定义埋点数据，可以是业务感兴趣的想上传到后端的数据，比

如一次请求的用户 UID。

数据采集层，负责数据埋点并上报。

数据处理层，负责数据的存储与计算。

数据展示层，负责数据的图形化展示。

https://tech.meituan.com/img/mt-mtrace/mtrace6.png


数据采集层的作用就是在系统的各个不同模块中进行埋点，采集数据并上报给数据处理层进

行处理。

那么该如何进行数据埋点呢？结合下面这张图来了解一下数据埋点的流程。

 

（图片来源：https://tech.meituan.com/img/mt-mtrace/mtrace9.png ）

以红色方框里圈出的 A 调用 B 的过程为例，一次 RPC 请求可以分为四个阶段。

CS（Client Send）阶段 : 客户端发起请求，并生成调用的上下文。

SR（Server Recieve）阶段 : 服务端接收请求，并生成上下文。

SS（Server Send）阶段 : 服务端返回请求，这个阶段会将服务端上下文数据上报，下面

这张图可以说明上报的数据有：traceId=123456，spanId=0.1，appKey=B，

method=B.method，start=103，duration=38。

CR（Client Recieve）阶段 : 客户端接收返回结果，这个阶段会将客户端上下文数据上

报，上报的数据有：traceid=123456，spanId=0.1，appKey=A，

method=B.method，start=103，duration=38。

https://tech.meituan.com/img/mt-mtrace/mtrace9.png


 

（图片来源：https://tech.meituan.com/img/mt-mtrace/mtrace10.png ）

2. 数据处理层

数据处理层的作用就是把数据采集层上报的数据按需计算，然后落地存储供查询使用。

据我所知，数据处理的需求一般分为两类，一类是实时计算需求，一类是离线计算需求。

实时计算需求对计算效率要求比较高，一般要求对收集的链路数据能够在秒级别完成聚合计

算，以供实时查询。而离线计算需求对计算效率要求就没那么高了，一般能在小时级别完成

链路数据的聚合计算即可，一般用作数据汇总统计。针对这两类不同的数据处理需求，采用

的计算方法和存储也不相同。

针对实时数据处理，一般采用 Storm 或者 Spark Streaming 来对链路数据进行实时聚合加

工，存储一般使用 OLTP 数据仓库，比如 HBase，使用 traceId 作为 RowKey，能天然地

把一整条调用链聚合在一起，提高查询效率。

针对离线数据处理，一般通过运行 MapReduce 或者 Spark 批处理程序来对链路数据进行

离线计算，存储一般使用 Hive。

实时数据处理

离线数据处理

https://tech.meituan.com/img/mt-mtrace/mtrace10.png


3. 数据展示层

数据展示层的作用就是将处理后的链路信息以图形化的方式展示给用户。

根据我的经验，实际项目中主要用到两种图形展示，一种是调用链路图，一种是调用拓扑

图。

下面以一张 Zipkin 的调用链路图为例，通过这张图可以看出下面几个信息。

服务整体情况：服务总耗时、服务调用的网络深度、每一层经过的系统，以及多少次调用。

下图展示的一次调用，总共耗时 209.323ms，经过了 5 个不同的系统模块，调用深度为 7

层，共发生了 24 次系统调用。

每一层的情况：每一层发生了几次调用，以及每一层调用的耗时。

 

（图片来源：https://zipkin.io/public/img/web-screenshot.png ）

根据我的经验，调用链路图在实际项目中，主要是被用来做故障定位，比如某一次用户调用

失败了，可以通过调用链路图查询这次用户调用经过了哪些环节，到底是哪一层的调用失败

所导致。

调用链路图

https://zipkin.io/public/img/web-screenshot.png


下面是一张 Pinpoint 的调用拓扑图，通过这张图可以看出系统内都包含哪些应用，它们之

间是什么关系，以及依赖调用的 QPS、平均耗时情况。

 

（图片来源：

https://raw.githubusercontent.com/naver/pinpoint/master/doc/images/ss_server-

map.png ）

调用拓扑图是一种全局视野图，在实际项目中，主要用作全局监控，用于发现系统中异常的

点，从而快速做出决策。比如，某一个服务突然出现异常，那么在调用链路拓扑图中可以看

出对这个服务的调用耗时都变高了，可以用红色的图样标出来，用作监控报警。

总结

今天我给你讲解了服务追踪的基本原理以及实现方式，可以说服务追踪是分布式系统中必不

可少的功能，它能够帮助我们查询一次用户请求在系统中的具体执行路径，以及每一条路径

的上下游的详细情况，对于追查问题十分有用。

调用拓扑图

https://raw.githubusercontent.com/naver/pinpoint/master/doc/images/ss_server-map.png


实现一个服务追踪系统，涉及数据采集、数据处理和数据展示这三个流程，有多种实现方

式，具体采用哪一种要根据自己的业务情况来选择。关于服务追踪系统的选型我在专栏后面

会详细展开介绍，这里你只需要了解它的基本工作原理就可以了。

思考题

通过这两期的学习，你应该了解到服务追踪系统和服务监控系统的搭建都需要数据采集、处

理和展示这三个步骤，你认为它们是否有相同和不同之处呢？

欢迎你在留言区写下自己的思考，与我一起讨论。
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1 监控是若干个局部，单独采集、分析、展示；追踪是全局视角，有链的上下游传递的概
念，通过某个id串联相关的监控； 
2 诊断故障一般从链上分析出现问题的点，然后定位到点上的监控数据，看具体原因；

展开

作者回复: 嗯

topsion
2018-09-15

 6

胡老师，微博个人主页刷半天才能出来？为啥现在还没修复？

郁
2018-09-08

 6

要是结合docker，不用侵入式的追踪系统就完美了

展开

作者回复: mesh思路可以

Liam
2018-09-08

 5

一般排查bug都是从整体到局部，分布式链路追踪就是从整体把握业务执行的的过程，定
位问题的区域后再具体分析，监控系统会收集每个节点的数据，包括日志，性能，资源，
异常等，根据这些数据进一步定位问题的原因

展开

拉欧
2018-09-08

 4

两者的维度不同:服务追踪系统关心的是单次调用的性能，这其中可能跨越多个服务；服务
监控系统关心的是单个服务的性能，主要包括服务质量，甚至机器性能等指标； 
两者是互为补充的关系，服务监控系统可以及时发现服务内部出现的问题，但是所有服务
运行正常，不代表跨服务调用一定正常，因为网络本身就是不可靠的，所以需要服务追踪
系统发现服务之间可能出现的问题，这样对于系统的监控才算完备 



展开

何磊
2018-09-09

 3

日志上报的阶段是不是在rpc的四个过程中都应该上报？比如在ss阶段，由于服务端挂了，
没有响应数据。那么这次rpc调用就无法查询了？

展开

弥朵
2018-09-09

 3

请问什么是埋点呀

展开

云中漫步
2018-09-08

 3

一直不太懂，微服务怎么把一个交易组装起来，怎么编排，调用哪些服务。希望能得到这
方面的知识。^_^

andyXH
2018-09-10

 2

相同： 
1.整个流程一致。 
 
 
不同： …
展开

作者回复: 对的

kane
2018-10-30

 1

我们团队当前也有这个痛点，我们的解决办法是：1.在调用链的源头生成TraceID,每个微服
务在处理请求的时候将相关信息打印到日志文件2.通过ELK进行日志收集，可以在elk里进



行traceid的检索。这样每次检索就把一次调用处理的所有日志都显示出来，提高问题定位
的效率。对于老师讲的内容主要有两个问题，1.日志主动上报，会不会对微服务的资源有
比较大的消耗呢？特别是比较频繁的调用处理。2.服务调用的耗时怎么计算的，没太看…
展开

作者回复: 主动上报采用udp方式对性能影响可以接受，另外服务调用的耗时也可以靠上报调用耗

时来统计

波波安
2018-10-13

 1

 
 
相同之处有系统的搭建都需要数据采集，数据处理，数据存储和数据展示这些步骤 
 
不同之处是服务监控系统主要监控局部的业务数据和日志，服务状况等。服务追踪系统…
展开

丢
2018-09-10

 1

回复何磊“日志上报的阶段是不是在rpc的四个过程中都应该上报？比如在ss阶段，由于服
务端挂了，没有响应数据。那么这次rpc调用就无法查询了？” 
服务端挂了，客户端会收到异常，还是可以在cr阶段上报

展开

作者回复: 对，客户端等到超时或者异常，就会记录下错误上报

asdf100
2018-09-10

 1

1.在每个请求涉及的四个点都要收集数据并上报，这样在原始业务代码里写上报代码是不
是耦合性太强了？ 
2.假如其中一个调用超市未返回数据，导致多次调用都无法收到服务端的返回信息，如何
处理？



铂金小猪
2018-09-08

 1

链路不是http呢？ 

展开

作者回复: 也可以的，就是埋点采集的代码不同

gongxt
2019-03-14



老师列举的似乎都是侵入性太强的工具，有没有其它方法呢？

gongxt
2019-03-14



相同点： 
1、都有采集端（agent）进行独立上报 
2、服务端收到数据都会对数据进行聚合计算，原始值的存储。这里不同的存储服务有不同
的实现 
不同点： …
展开

Eliefly
2019-03-11



监控是对某种对象(功能，接口，硬件资源)的特定性能指标的监测，数据采集的过程可以不
侵入业务代码。 
追踪是对服务整个RPC调用关系链的追踪，采集数据一般要通过在业务代码埋点获取。

t7ink
2019-03-08



角度不同，粒度也不同。 
服务监控是确认服务的存活状态。 
而服务追踪是站在业务角度，记录每一个业务请求的路径及节点状态。 
换句话说：一个有业务bug的服务，在服务监控的角度来看是存活的，正常的。而在服务
追踪角度来说一个有bug的服务是不能正确响应的，在服务追踪的角度来说是不正常的。

展开



Tony
2019-02-22



调用链全局考量，针对一次请求定位错误或是延迟部分 
metrics监控，更像对应用健康检测，比如针对某api某段时间500错误率等 
 
 
 …
展开

🍀 🍀...
2018-12-04



微服务之间是否允许或者不允许互相调用呢

展开

作者回复: 一般都可以相互调用


