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docker130 dockerl1l28

Docker0 172.17.42.1/16 Docker0 172.18.42.1/16

192.168.18.130 192.168.18.128

> switch
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docker128_ L& DockerOf I 25 ik, 5dockerl30A ek
vi /usr/lib/systemd/system/docker.service

ExecStart=/usr/bin/docker daemon --bip=172.18.42.1/16 -H fd:// -H=unix://Ivar/run/docker.sock

systemctl daemon-reload
H J3docker128

[root@localhost ~]# ip addr
1: lo: <LOOPBACE,UP,LOWER UP> mtu 653536 gdisc nogueue state UNENOWN
link/ loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 =scope host lo
valid 1ft forever preferred 1ft forever
2: ethl0: <BROADCE JLTICAST,UP, LOWER UP> mtu 1500 gdisc pfif o fast state UP glen 1000
link/ether 00:0c:25:e8:02:c7 brd ff:ff:ff:ff:£f:£f

inet 19%2.168.18. /24 brd 1%2_.168.18.255 =scope global dynamic eth(
valid 1ft 1738sec preferred 1ft 1738sec
3: docker(l: <NO-CARRIER,B AST, MULTICAST, UP> mtu 1500 gdisc nogqueue state DOWN
link/ether 02:42:43:%3: Oc brd ff:ff:ff:ff:ff:ff
inet 172.18.42.1/16 =cope global docker(
valid 1ft forever preferred 1ft forever
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docker130 [#4T route add -net 172.18.0.0/16 gw 192.168.18.128
docker128 | #4T route add -net 172.17.0.0/16 gw 192.168.18.130

[root@dockerl28 ~]1# ip route
default wia 192.168.18.2 dev eth0 proto static metric 100

/16 wia 192.168.18.130 dew ethD
5 dev docker(l proto kernel scope link
0/24 dewv ethl proto kernel scope link e 192.168. 11 28 metric 100

130LF'2:JJ MNEES, RELIPHLHE

[root@dockerl130 - ]# docker run --rm=true —-it java /bin/bash

root@daS8a75%c83af:/§ ip addr
1: lo: <LOOPBACE,UP,LOWER UP> mtu 63536 gdisc nﬂqueue state UNENOWN group default
link/loopback 00:00: 00:00:00 brd 00:00:00:
inet 127.0.0.1/8 =cope
valid 1ft forever preferred 1ft forever
4: eth0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc nogqueue state UP group default
link/ether 02 c:11:00:01 brd ff:ff:ff:ff:ff:ff
inet 172.17.0.1/1¢ =scope global eth0
valid 1ft forever preferred 1ft forever

128 [ Ping & 2%

[root@dockerl28 ~]# ping 172.17.0.1

PING 172.17.0.1 (172.17.0.1) 56(84) bytes of data.

From 192.168.18.130 icmp seq=1 Destination Host Prohibited
From 192.168.18.130 icmp segq=2 Destination Host Prohibited

From 152.168.18.130 icmp segq=32 Destination Host Prohibited
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B3 K IR T 3 Ping 2% 1E

[root@docker130 ~]# iptables -L
UT (poli "EET)
prot opt source destination
all -- anywhere anywhere state RELATED, ESTAELISHED
icmp —— any re anywhere

all any re anywhere
tcp anywhere anywhere state NEW t dpt:=ssh
all anywhere anywhere reject—-with icmp-host-prohibited

Chain FORWARD (policy ACCEPT)
destination
all anywhere anywhere
all any re anywhere ctstate RELATED, ESTABELISHED
all
all
all anywhere anywhere reject—-with icmp-host-prohibited

iptables -F ; |ptables -t nat -F

[lﬂﬂtmda_}ELle ~ ping 172.17.0.1
PING 172.17.0 72.17.0.1) 536(84) bytes of data.
&4 bytes from y 7.0 icmp seq=1 ttl=632 time=0.960 ms

[root@dockerl28 ~]# docker run ——rm=true -it java /bin/bash

root@78el0balS768£: /¥ ip addr

1: lo: <LOOPBLC UP, LOWER UP> mtu 6553 =T .ate U
link/loopback 00:00:00:00:00 ) brd 00 0:00:00 )
inet 127.0.0.1/8 scope host lo

64 bytes from 7.0 icmp seq=2 ttl=63 time=1.19 ms
3 valid 1ft forever preferred 1ft forever

64 bytes from 17: 7.0 lcmp seq=3
4: eth0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 1500 gdisc noq]

link/ether 02:4 00:01 brd ff:ff:ff:ff:ff:ff
inet 172.18.0.1/1& =cope glcbal ethO
valid 1ft forever preferred 1ft forever
root@78el0bas768f: /% plnq 172.17.0.1
PING 172.17.0.1 (172.17.0.1): 56 data bytes=s
&4 bytes from 172 J.l: icmp seg=0 ttl=62 time=1.

64 bytes from 17: 7.0 lcmp seqg—=4 ttl=63 time=0.89%1 ms=

DATAGURU%)"{&;EQH 64 bytes from 17: 7.0.1: :i_-::'.mp:saq=l ttl=62 time=1.
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Docker130_Lf#j— % #ping 128 L[] —] f?}%%

root@daS8a79c83af:/# ping 172.18.0.1
PING 172.18.0.1 (172.18.0.1): 56 data byt
64 bytes from 172.18.0.1: icmp seq=0 ttl=62 time=1.3

64 bytes from 172.18.0.1: icmp seq=l1l ttl=62 time=1.206
64 bytes from 172.18.0.1: icmp seq=2 ttl=62 time=1.304
64 bytes from 172.18.0.1: icmp seq=3 ttl=62 time=1.427

Docker128 F#MLFE 31|45 R

[rootl@dockerl30 ~]1# tshark -f icmp

"root"™ and group "root". This could be dangerous.

7.0.1 —> 172.18.0.1 ICME S c (ping) request id= “EDﬁﬁj
0.1 -> 172.17.0.1 It ' c (ping) reply id=
2.17.0.1 -» 172.18.0.1 T : cho (ping) request id

g.0.1 —> 172.17.0.1 ICME 5 c (ping) reply 1d=0z

[rootl@dockerl30 ~]1# tshark -1 dockerl —-f icmp

Running as user "root"™ and group "root"™. This could be dangerous.

Capturing on 'docker('
172.17.0.1 —» 172.18.0.1 ICMEP 58 Echo (ping) regquest
172.18.0.1 -» 172.17.0.1 ICMP S8 Echo (ping) reply ' 0009 =0 t1=62 (request in 1)
172.17.0.1 -> 172.18.0.1 ICME 58 Echo (ping) regquest 1 15 o= i ttl=c4
B.0.1 —-> 172.17.0.1 ICME S8 Echo {ping} reply 1 d=0 =1/ , ttl=62 (request in 3)
7.0.1 -=> 172.18.0.1 ICME S8 (ping) request id 0%, =segq=2/512, ttl=c4
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Docker130 F {428 ¢1:172.17.0.1 ping 128 F % 28¢2:172.18.0.11, cl AKX MHIEAR A TMK, TRAK
#&dockerO M 3¢

Capturing on "docker("

1 172.17.0.1 > 172.18.0.1 ICME 58 Echo (ping) reguest 1d=0x000£, seg=0/0, ttl=c4

ICME S8 Echo (ping) request i1d=0x000£, =seg=0/0,

HCRNA128 FHLATethOM &, St miHE, #kAF F—BkAdi I dockO:

Capturing on "eth0’

1 0.000000 172.17.0.1 -» 172.18.0.1 ICME 58 Echo (ping) request 1d=0x0010, seqg=0/0,

172.17.0.1 -» 172.18.0.1 ICMPF 98 Echo (ping) regquest 1d=0x0010, seg=0/0, ttl=62

1d=0x=0010, =seg=0/0, ttl=64 (request in 1)
1d=0x0010, seg=0/0, ttl=632 (request in 1)

1d=0x0010, seg=0/0, ttl=€3 (request in 1)

172.18.0.1 -> 172.17.0.1 ICMEF %8 Echo (ping) reply 1d=0x000£f, =eq=0/0, ttl=62 (request in 1)

DATAGURUEWEE SR X




| LinuxBZEtN s TiEmILs LATARLAL

Capturing on "docker('
1%2.168.168.128,172.17.0.2,02:42:35:597:79:£9,02:42:ac:11:00:02

docker130 172.17.0.2,192.168.18.128,02 2 :

1%2.1e8.168.128,172.17.0.2

172.17.0.2,15%2.168.18.

1%2.16€8.18.128,172.17.0.2,0

5 152.1e8.18.128,172.17.0 S:597:79:£5,02

12:42:ac:11:00:02,02:42:35:

Capturing on 'ethi’'
192.168.18.128,172.
172.17.0.2,192.168.
152.168.18.128,172.
172.17.0.2,1%2.168.

192.168.18.130 192.168.18.128

NS B #Uethofmac

tshark -N m -eip.src -e ip.dst -e eth.src -e eth.dst -Tfields -E separator=, -f "net 172.17.0.0/16"
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Dock -y —f AJADURLE
OoCcKermpeg /i s=—m =
XU RS R —JZ A2 #,: (linux bridge)
I switch
= eiho _.} 10.10.103.91/24 | etho 10.10.103.92/24
host1 host2
cond con2
172.17.1.1/16 172.17.2.1/16
veth veth
docker0 172.17.42.1/16 docker0 172.17.42.2/16
" ethl | ethl
switch
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host1

eth2

Overlay %%

|1l e evmn S

EE#iEa
A

‘ HAIPHER

Uﬁ

|GRE'E‘* AHIPHIER

==

MDockerZl|Kubernetes 2 £ /R3k 5 i Leader-us

host2

eth2
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IEIATAEUEU

FTFovsiOverlay X 2%

MDockerZllKubernetes 2 3 R 32 5

# @ Leader-us

hostl host2
conl con2
172.17.1.1/16 172.17.2.1/16
ethO ethO
veth veth
dockerO 172.17.42.1/16 dockerO 172.17.42.2/16
ovsO ovsO
1 gre tunnel 1
ovsO greoN--r--------=-=--=-=--=-=--1 --1 gre0 ovsO
| |
10.10.103.91/24 10.10.105.235/24
ethO ethO
net
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IEIAT“IQ\EUEU

2% > neutron M &
hostl host2
vml vm2 vm3 vmé4
192.168.1.1/24 192.168.2.1/24 192.168.1.2/24 192.168.2.2/24
VLAN1 VLAN4 VLAN1 VLAN4
br-int br-int
patch-tun patch-tun |
patch-int 41 [ patch-int
br-tun 3'°l'1 """""""""""" gT'l br-tun
ethO ethO 3
10.10.101.105/24 10.10.101.106/24
DATAGURUEEE ST X
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‘B 75 ¥ Libnetwork

Socketplaneff{docker/A B, F AT 7ML IR

T E A RBEAE R~ & VLANS, VXLANS, Tunnels 8% & TEPs. X 488 AT e O e MERe R nT fE 1. T
SocketPlane 7£ socket EHI ML 7 — NN HIH SR )=, @81 0] B 7 2 22 iR R 25 o 265 ) 7

FEFH -
*Open vSwitch &5
FTF HNZBCEZ ML

*Docker/SocketPlane SEEFAV{LHEIE<
ST ML
7zl IP I ETE (IPAM)

OpenVSwitch GRE/VxLAN tunnel mesh

e Linux bridge 'kbr0’ replaces the default ‘docker0’
bridge

e Pod traffic flows through the tunnels via OVS

e Examples of Network X could be LAN, internet,
EC2 vpc, SDN

e The tunnel mesh could be static, flow based or a
combination

podz 10.244.3.3
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1. ¥ 1ibnetwork#E il 2|Docker Engine

2. fEDocker CLI™# FH ¥ HInetworkfy 2
3. 185 [-net] ¥y, LA FIH P e &k N

AR E M 2%
4. fEnetworkflendpoint £l [l1abel]
5. W& HH) [bridgel fdifF, PA&Z#Docker H AL

6. Wt & [ Aiztbridge] Ifith, L‘liﬁﬁ%‘@iﬁ"%%GURugﬂgﬁgﬁﬁﬁg
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| DockerPIERR—EE ., imenon B e

H A& 21 — 72 3T SR OVSI H 2Bk B/ Docker 2K, MLinux Kernel 3.37145, OVSIiH w2 WAZHT—# 77
PN B HI R AT A MEELLY ) 1o B e A BIFAZ SOFEOVS, sehr b, e EF At
s TREM. CRREREESS, MTHTFREEG DNk, E2—HEx, OVSHin IR
PG RTEAEREIT B — M2 “aROVSTTAEfEDocker |-, 4 TAE—II#HARBREL” o k3R
TURIR, 28A1: WRAERACT K EI B, maraiR Haee: “idir, ATUA” o IIFAEBRIAA i
AR, SEPRIFOLR AL E F A FOVS it (A, fEHOVS R —FkIERBILE 1.

http://containertutorials.com/network/ovs_docker.htmi

https://github.com/openvswitch/ovs/blob/master/utilities/ovs-docker
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I DOC kerngﬁﬁ_h ‘B 77 FLibnetwork mﬁﬁiﬁé

Currently libnetwork is nothing more than an
attempt to modularize the Docker platform s

networking subsystem by moving it into
libnetwork as a library.
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