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https://github.com/kubernetes/kubernetes/blob/release-1.0/docs/getting-started-
guides/centos/centos_manual_config.md

[ ] ]

centos-master centos-minion

ckerl28 ~]# ping centos-master

seq=1 ttl=64 time )2
yytes from (152.168.18.128): icmp seq=2 ttl=64 time=0.045 ms

. ' _"1 master (192. . . ) 56(84) bytes of data.
vi /etc/hostname om (152.165.18. .

acket loss, time 99Sms

echo "192.168.18.128 centos-master = e =
192.168.18.130 centos-minion ¢4 byves foom | (19216615

from (1%2

" >> /etC/hOStS j :ij: e: Err;m (152. .::": "-
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Create virt7—-testing repo on all hosts

[virt7-testing]

name=virt7-testing

basgurI:http://cbs.centos.org/repos/wrt?- Y P ————
teStIng/X86_64/OS/ —engine—-1.8.1-1.el7.centos.xB6 &4

[root@centos—minion ~]% rpm —e docker-engine-1.8.1-1.el7.centos.x86 64
- . . [ ]

gpgcheck=0

cd /etc/yum. repo. d
vi virt7—testing. repo

Install Kubernetes on all hosts — centos—{master, minion}

Installed:
kubernetes.xB6 64 0:1.0.3-0.1.gitb%a88a7.el7
yum -y install --enablerepo=virt7-testing kubernetes
Dependency Installed:
audit-libs-python.x86¢ 64 0:2.4.1-5.el7
kubernetes-client.x86 64 0:1.0.3-0.1.gitb%a88a7.el7

policycoreutils—-python.xB86 64 0:2.2.5-15.el7
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master T ALZH etcd package
yum install http://cbs.centos.org/kojifiles/packages/etcd/0.4.6/7.el7.centos/x86_64/etcd-0.4.6-7.el7.centos.x86_64.rpm

Total size: 3.3 M

Installed size: 3.3 M
I= this ok [y/d/N]: w
Downloading packages:

e T ek systemctl disable iptables-services firewalld
Running transaction test systemctl stop iptables-services firewalld

Transaction test succeeded

Running transaction
Installing : etcd-0.4.6-7.2l17.ce
Verifying : etcd-0.4.6-7.e

Installed:
etcd.xB86 64 0:0.4.6-7.2l7.ce

Complete!

[root@centos—master yum.repos.d]f ||
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vi /etc/kubernetes/config

# How the controller-manager, scheduler, and proxy find the apiserver
KUBE_MASTER="--master=http://centos-master.8080"
KUBE_ETCD_ SERVERS="--etcd_servers=http://centos-master:4001"

Master5 & I vi /etc/kubernetes/apiserver

# The address on the local server to listen to.
KUBE_API_ADDRESS="--address=0.0.0.0"
KUBE_API_PORT="--port=8080"

# Comma separated list of nodes in the etcd cluster
#KUBE_ETCD_SERVERS="--etcd_servers=http://127.0.0.1:2379"
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Master 7 /& J5 zh 48 < kubernetes /i 5%

for SERVICES in etcd kube-apiserver kube-controller-
manager kube-scheduler; do

systemctl restart $SERVICES

systemctl enable $SERVICES

systemctl status $SERVICES
done

for SERVICES in etcd kube-apiserver kube-controller-
manager kube-scheduler; do

systemctl status $SERVICES
done
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Master 7 5 J3 sl A <kubernetes ik 55

Hint: Some line=s were ellipsized, use -1 to show in full.
kube-controller-manager.service — FKubernetes Controller Manager

Loaded: loaded (/usr/lib/systemd/system/kube-controller-manager.service; enabled)

LZctive: active (running) since Mon 2015-11-02 10:51:32 PST; 4min 55= ago

Docs: https://github.com/GoogleCloudPlatform/kubernetes

Main PID: 4983 (kube-controller)

CGroup: /system.szslice/kube-controller-manager.zervice

? . . 4983 Susr/bin/kube-controller-manager --logtostderr=true --v=0 --master=http://centosz-master:8080

Nov 02 10:531:32 centos-master systemd[l]: Started Eubernetes Controller Manager.
Nov 02 10:531:32 centos-master kube-controller-manager[49283]: I1102 10:51:32.663726 4583 plugin=s.go:69] No cloud py
Nowv 02 10:31:32 centos-master kube-controller-manager[4583]: I1102 10:51:32.666281 45983 nodecontroller.go:114] Se
Nov 02 10:531:32 centos-master kube-controller-manager[4%83]: E1102 10:531:32.666382 4583 controllermanager.go:201]
Hint: Some line=s were ellipsized, use -1 to show in full.
kube-scheduler.service — Rubernetes Scheduler Plugin

Loaded: loaded (/fusr/lib/systemd/system/kube—scheduler.=service; enabled)

LZctive: active (running) since Mon 2015-11-02 10:51:32 PST; 4min 54= ago

Docs: https://github.com/GoogleCloudPlatform/kubernetes

Main PID: 4957 (kube-scheduler)

CGroup: /system.szslice/kube-=scheduler.service

? . . 4937 Susr/bin/kube-scheduler --logtostderr=true —--v=0 --master=http://centos-master:8080

Nowv 02 10:51:32 centos-master systemd[l]: Started Fubernetes Scheduler Plugin.

[root@centos-—master yum.repos.d]f ps -efww|grep kube

4958 1 0 10:51 2 00:00:03 fusr/bin/ —apiserver -—logtostderr=true —--v=0 --etcd servers=http://centos-master:4001 --address=0.0.0.0 —--port=8080 -
Er—ip-range=10.254.0.0/16 --admission_ control=Namespacelifecycle,NamespaceExists, LimitRanger, SecurityContextDeny, Servicefccount, Resourcefuota

4583 1 0 10:51 2 00:00:04 fusr/bin/ —controller-manager —-—-logtostderr=true --v=0 —--master=http://centos-master:8080

4957 1 0 10:51 2 00:00:00 /usr/bin/ —scheduler --logtostderr=true —--v=0 —-master=http://centos—master:8080
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Node i S 1&i/etc/kubernetes/kubelet

HHH

# kubernetes kubelet (minion) config

KUBELET ADDRESS="--address=0.0.0.0"

KUBELET PORT="--port=10250"

KUBELET HOSTNAME="--hostname_override=centos-minion"

KUBELET_ API_SERVER="--api_servers=http://centos-master:8080“
# Add your own!

KUBELET_ARGS=""
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node 1 /&

for SERVICES in kube-proxy kubelet docker; do
systemctl restart $SERVICES
systemctl enable $SERVICES
systemctl status $SERVICES

done

for SERVICES in kube-proxy kubelet docker; do
systemctl status $SERVICES
done

root@centos—minion ~]# pz —efwww|grep kube

4603 1 0 11:00 2 00:00:00 /usr/bin/ —proxy -—logtostderr=true -—v=0 -—master=http://centos—master:8080

4771 1 1 11:00 2 00:00:01 /usr/bin/ let --logtostderr=true --v=0 --address=0.0.0.0 --port=10250 --hostname override=centos-minion --allow privileged=false
5081 3628 0 11:02 ptsa/1 00:00:00 grep ——color=auto
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tail -f /var/log/messages |grep kube

let: 57 3354 plugins.
let: : z 3354 docker.

let:
let:
let:
let:
let:
let:
let:
let:
let:
let:
let:
let:

let: 2:58.7 ) 3354 manager.

docker: time 5 58 .7 3161-
docker:
docker:
docker:
docker:
docker:
let:

let:

Mo cloud provider specified.
Connecting to docker on unix
Watching apiserver
Registering credential provider: .dockercfg
Started let

Starting to listen on 0.0.0.0:10

Image garbage collection failed: unable to find data for

ntainer "/ let"
cessfully registered node centos-minion

System 1s using temd

]
] Running in
1
]
]

Registering Docker factory
Registering Raw factory
rted watching for new ooms in manager
1 parser using kernel log file:
Starting re containers
level=info msg
level=error msg="Handler for GET

level=error msg Error" err="no such id: P

level=info m=g ontainers/
level=error msg="Handler for GET
level=error msg="HTTF Error" err="no such id:
completed
Starting to synec pod status with apiserver

let main sync loop.

var/run/docker.sock

container

returned

eError:

tatusCode=404

error:

such id:

such id:

TproXy
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fEmaster i fi 4T kubectl get nodes
AT SIEM AT, MR ARG 2R

[root@centos-master yum.repos.d]# kubectl get nodes
NAME LABELS STATUS
centos-minion kubernetes.io/hostname=centos-minion Ready

[root@centos-master yum.repos.d]# kubectl cluster-info
Kubernetes master is running at http://localhost:8080
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Master |- f¥jkubectrliy 4 48 FAEHE I fr &
[root@centos-—master yum.repos.d]f kubectl
ontrols the Rubernetes cluster manager.

Find more information at https: it om/GoogleCloudPlatform/kubernetes.

Usage:
kubectl [flags]
kubectl [command]

Commands :
Display one or many resources
Show details of a specific resource or group of rescurces
ate a resource by filename or stdin
Replace a resource by filename or stdin.
Update field(s) of a resource by stdin.
delete Delete a resource by filename, stdin, resource and name, or by resources an
namespace ; ERCEDED: Set and wiew the current Eubernetes namesp
logs Print the logs for a container in a pod.
rolling-update Perform a rolling update of the given ReplicationController.
Set a new size for a Replication Controller.
e Execute a command in a container.

port—forward Forward one or more local ports to a pod.

Proxy Run a pr to the Rubernetes API server
run Run a particular image on the
stop Gracefully shut down a resou ] name or filename.
expose Take a replicated application and expose 1t as ERubernetes Service
label Update the labels
config onfig modifies
uster—-info Display uster
apli-verslions Print available API wversions.
version Erint the ient and server version information.
help Help about any command
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get Display one or many resources
describe Show detail=s of a specific resource or group of resources
create Create a resource by filename or =stdin

replace Feplace a resource by filename or =tdin.

patch Update field(=s) of a resource by stdin.

delete Delete a resource by filename, stdin, resource and name, or by resourcez and label selector.
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kubectl describe --help

kubectl describe (RESOURCE NAME FREFIX | RESOURCE/NLME) [flags]

Examples:
'/ Describe a node
ct]l describe nodes kubernetes-minion—-emtf.c.myproject.internal

cribe a pod
kubectl describe pods/nginx

Describe pods by label name=myLabel
kubectl describe po -1 name=myLabel

Describe all pods managed by the "frontend"' replication controller (roc-created pods
get the name of the rc as a prefix in the pod the name).
kubectl describe pods frontend
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[root@centos-—master yum.repos.d]$# kubectl describe node centos-minion
centos—minion
kubernetes.io/hostname=centos-minion
CreationTimestamp: Mon, 02 Nowv 2015 11:12:57 -0800
Conditions:
Type Status LastHeartbeatTime LastTransitionTime Reason Message
Ready True Mon, 02 WNow 2015 11:28:19% -0800 Mon, 02 Nov 2015 11:12:58 -0800 kubelet is posting ready status
Lddresses: 192.168.18.130

4
1003188EKE1
40

FEernel Version: 3.10.0-229.e17.x86_64

08 Image: Cent0S8 Linux 7 (Core)

Container Runtime Version: docker://1.7.1

Eubelet Version: vl.1l.0-alpha.0.1505+280b66c5012c21

Fube-Proxy Version: vl.1.0-alpha.0.1905+280b&6c9012c21 ENE?; -

ExternalID: centos-minion
Pods: (0 in total)
Namespace Name

Events:
FirstSeen LastSeen Count From SubobjectPath Reason Message

Mon, 02 Nowv 2015 11:12:58 -0800 Mon, 02 Nowv 2015 11:12:58 -0800 1 {kubelet centos-minion} starting Starting kubelet.
Mon, 02 Now 2015 11:12:58 —-0800 Mon, 02 Now 2015 11:12:53 —-0800 1 {kubelet centos-minion} NodeReady Node centos-minion status is now: NodeReady

[root@centos—master yum.repos.d]# kubectl get namespace

NLME LABELS STATOS

default <none> Lctive

[root@centos—master yum.repos.d]# kubectl describe namespace default
Name : default

Lakel=s: <none>

Status: Active

Mo resource gquota.

No resource limits.
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Vi nginx-pod.yam|

: : > kubectl create -f nginx-pod.yaml
apiVersion: vl

kind: Pod
metadata:
name: nginx
spec: [root@centos-master ~]# kubectl create -f nginx-pod.yaml
containers: Error from server: error when creating "nginx-pod.yaml";
- hame: nginx Pod "nginx" is forbidden: no API token found for service
image: nginx account default/default, retry after the token is
ports: automatically created and added to the service account

- containerPort: 80

KUBE_ADMISSION_CONTROL="--
admission_control=NamespaceLifecycle,NamespaceExists,LimitRanger,Secu
rityContextDeny,ServiceAccount,ResourceQuota"
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[root@centos-master ~J# kubectl get pods
NAME READY STATUS RESTARTS AGE
nginx  0/1 Image: nginx is not ready on the node O 56s

[rootl@centoz-master ~]# kubectl describe pod=s nginx
vl ping attempt failed with error: Get https://gcr.io/

——insecure-registry gcr.io’ to the daemon's arguments.

Namespace : default
Image (s) : nginx

centos-minion/1%2.1

<none> /etc/sysconfig/docker

Pending

INSECURE_REGISTRY="--insecure-registry gcr.io'

Contalners:
nginx:
Image: nginx
State: Waiting [root@centos—master ~]# kubectl get pods
Eeason: Image: nginx is not ready on the node NLAME READY STATIS EESTARTS
Ready: False ngin 0/1 FPending 0
Eestart Count:
se:0.8.0": image pull failed for gc / goog c this may be because there are no credentials on this request. details: (ARPI error (500): invalid registry endpoi
ble to ping registry endpoint ht

v2 ping attempt failed with error: . -t 1o/ 54,7 H ion refused il =R

vl ping attempt failed with error: Get 3 1 73. . 3 onnection ref private registry supports only HTTP or HTTPS with an unknown C2

——insecure-registry gcr.io’ to the daemon's arguments. yo ave 2 to the registry's CA certificate, no need for the flag; simply place the CA certificate

.CcrL
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[root@centos—master ~]# kubectl describe pods nginx

MName :

MNamespace:
Image (=) :

Node:

Lakels:
Status:
Reason:

nginx

default
nginx

centos—minion/

<none>

Pending

Mess=zage:

IF:

Replication Controllers: <none>

Containers:

nginx:

Image : nginx
State: Waiting
Ready: False
Restart H 0

Ewvents:

FirstSeen

Mon,

02 Nowv 2015 12:51:08 -0800

Rea=on
scheduled
pulled
failed

failedSync

LastSeen Count From SubobjectPath Reason
Mon, 02 Nowv 2015 12:51:08 -0800 1 {=cheduler } scheduled

Message
Successfully assigned nginx to centos-minion
Successfully pulled Pod container image "gcr.io/go

Failed to create docker contaliner with error: no =

Error syncing pod, skipping: no such image

DATAGURUE I ERS
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Successfully assigned nginx to centos-minien
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[root@centos-minion ~]# docker search java

Error response from
[rootRcentos—minion
[root@centos—minion

[root@centos-minion ~]# docker search java

ITNDEX

docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io
docker.io

NLME

docker.io/java
docker.io/develar/java
docker.io/anapsix/alpine—java
docker.io/isuper/java-oracle
docker.lo/maxexcloo/java
docker.io/netflixoss/java
docker.io/nimmis/java-centos
docker.io/lscience/java
docker.io/andreluizn=ilva/java
docker.io/lwieske/java-8
docker.io/nimmis/java
docker.io/webratio/java
docker.io/aerath/java
docker.io/baselibrary/java
docker.io/cloudesire/java
docker.io/lsuper/java-openjdk
docker.io/twdevops/java
docker.io/42nerds/java

daemon: Get https://index.docker.io/vl/search?g=java:

~]1# vi fetc/sysconfig/docker
~]1¥# systemctl restart docker

DESCREIFTION
Java 15 a concurrent,

Oracle Javal with GLIBC 2.21 over AlpinelLinux

class—based,

dial tcp 52.7.162.45:443:

and obj...

This repository contains all java releases...

Docker framework container with the Cracle...

Java Base for Netflix0SS container images

This is docker images of Cent0S 7 with dif.

Java Docker images based on Alpine Linux

Docker images for java applications

COracle Java B Contaliner

This is docker images of Ubuntu 14.04 LTS .

Java (https://www.Jjava.com/) image

Ubuntu with latest oracle java jdk, git, a.

ThoughtWorks Java Docker Image

Based on Ubuntu Trusty with Oracle Javat /.

This repository contains all OpenJDE java .
ThoughtWorks DevOps CN Dockerized Java.

Oracle Java lmages
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[OK]

=1
==}

.
&
2
3
4
4
2
1
1
1
1
1
0
[

connection refused

CH == E?5 .

AUTCMAT

[OK]
[OK]
[CK]
[CE]
[OK]
[CK]
[CK]
[OE]
[OK]
[CK]
[CK]
[OE]
[OK]
[CK]
[CK]
[OE]
[OK]
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[root@centos-master ~]# kubectl get pods
NAME RELDY STATOS EESTARTS AGE
nginx )/ Pending W 1lm
[root@centos-master ~]# kubectl get pods
MNAME EELDY STATOS EESTARTS AGE

nginx 1/1 Running W 1m

Eeason Message

zcheduled Successfully assigned nginx to centos-minion

pulled Pod container image "gcr.lo/google containers/paus

created
started
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